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USE OF DIRECT NUMERICAL SIMULATION TO STUDY 
THE EFFECT OF PRANDTL NUMBER ON TEMPERATURE FIELDS 

Yang Na, Dimitrios V. Papavassiliou*and Thomas J. Hanratty 

University of Illinois at Urbana-Champaign, Urbana, U.S.A. 

ABSTRACT 
Fully developed turbulent heat transfer is being studied in a channel by using direct numerical solutions of the 
Eulerian balance equations for Pr=0.05-10 and by using Lagrangian studies, in a DNS, of the dispersion of 
heat markers from wall sources characterized by Pr=0.1-2400. The principal emphasis of this work is to study 
the effect of Pr on statistical properties characterizing the scalar field. Turbulent diffusivities are presented for 
Pr=0.1-2400. A time scale, r, can be defined from the kinetic energy, fc, and the dissipation of turbulence, 
e, where r = -. The observed influence of Pr (0.05-10) on a time scale, Tg, defined from the dissipation of 
temperature fluctuations, e$, suggests fundamental problems in developing relations for the turbulent diffusivity 
by a k$TTe approach or by using T$ in developing a relation for u,-0 from a consideration of the momentum and 
heat balance equations. The observed influence of Pr on the Reynolds transport coefficient, u,ö/(uf)s (02)» 
presents difficulties in estimating ui§ from 82. Results for the DNS at Pr=10 are emphasized. Issues that need 
to be resolved in developing an understanding of turbulent transport are identified. The physics emerges in a 
more natural way by using a Lagrangian approach. Of particular importance is the recognition that the spectral 
function for the scalar field extends over a wider range of wavenumbers than does the spectral function for the 
velocity field and that temperature fluctuations close to the wall result from fluctuations in the heat transfer to 
the wall, rather than from mixing. 

1    INTRODUCTION 

The principal theoretical problem in turbulent trans- 
port is to relate local rates and temperature fluctu- 
ations to the properties of the fluctuating velocity. 
The classical approach has been to use the analogy 
which assumes the eddy diffusivity of heat, D*, is 
proportional to the eddy kinematic viscosity, v%. The 
implementation of this approach requires the predic- 
tion of the turbulent Prandtl number, Pr1 = I/'/JD*. 

The modelling of Pr1 has often involved the utiliza- 
tion of the dissipation of the variance of the tempera- 
ture fluctuations, 62/2 = kg, in a framework similar 
to the use of k in k/e equation for the momentum 
transport [Launder (1), Nagano & Kim (2), Youssef, 
Nagano & Tagawa (3)]. Another approach has been 
to develop an equation for the scalar transport term, 
$ui [Launder & Samaraweera (4), Nagano & Tagawa 
(5,6)]. A critical test for models of scalar-transport 
is their ability to predict the influence of Prandtl 
number on statistical parameters that appear in the 
equations describing the system. 

This laboratory has been addressing this ques- 
tion by studying fully developed heat transfer in a 
channel in which the bottom wall is heated and the 
top wall is cooled at the same rate so that both 
walls are kept at constant temperature (Tu, and - 
Tw). Since the velocity and temperature fields are 
fully developed, the heat fluxes at different distances 
from the bottom wall are the same. Direct numeri- 

cal simulations of the Eulerian balance equations for 
Pr=0.05-10 are being performed. Lagrangian stud- 
ies involve the study of the dispersion of heat mark- 
ers from wall sources characterized by Pr=0.1-2400. 
Preliminary results of these Eulerian and Lagrangian 
studies were presented at the International Confer- 
ence on Heat Transfer, held in San Diego in 1996. 
This paper gives a more complete account. Particu- 
larly noteworthy are the DNS results for Pr—10 and 
the demonstration that Lagrangian methods can be 
used at arbitrarily large Pr. 

Results are presented for the turbulent diffusiv- 
ity, for the terms in the balance equation for kg, for 
the correlation coefficients, 6ui/(62)1/2(uf)1^2, and 
for the timescale defined from the thermal dissipa- 
tion, Tg = (62/2)/e$. An important conclusion is 
that the use of Tg in developing models for the tem- 
perature field is flawed. 

2    METHODOLOGY 

2.1 Eulerian approach 

Numerical solutions are obtained for the three- 
dimensional, time-dependent Navier-Stokes equa- 
tion in a skew-symmetric form and the advection- 
diffusion equation. 

du 
= (u x w) - VIE - Pxex + Vzu , 

•Mobil Technology,  Upstream,  SRC,  Dallas, TX75244, 
U.S.A. 

dt 

f = u-VT + ^T, 1-7». 

(1) 

(2) 
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where 

w = V x u (3) 

n = P-P*x + (u-u)/2 (4) 

and u and P denote the velocity vector and the static 
pressure. All variables are made dimensionless by us- 
ing wall variables. Solutions of equations (1) and (2) 
are obtained, which are periodic in the streamwise 
and spanwise directions, by using the algorithm de- 
scribed by Lyons et al. (7). The Reynolds number 
based on the friction velocity and the half-channel 
height, H, is 150. In presenting the results, x, y, z 
and u, v, w represent coordinates and velocity com- 
ponents in the streamwise, the wall-normal and the 
spanwise directions. 

The results presented for Pr=10 are for an 
x, y, z grid of 128 x 193 x 128. The resolution in 
the y-direction varied from Ay = 0.02 at the wall 
to Ay = 2.45 at the center of the channel. The 
resolution in the x and z directions were Ax=15, 
Az=7.5. Preliminary computations were conducted 
on a coarse grid and the flow field was interpolated 
onto the 128 x 193 x 128 grid. A time of about 800 
vfx&r was required to reach a stationary state and the 
averaging time was 715 v/u2

r. Averaging was also 
carried out in the x and z directions so the statis- 
tics vary with only y. A memory of 2 gigabytes was 
required on a HP/Convex-X. Computer runs were 
also carried out with grids of 128 x 257 x 128 and 
128 x 193 x 256 to ensure adequacy of the resolu- 
tion. These computations were performed for long 
enough time to get reasonable mean statistics up to 
second order. The results show the following: (a) A 
wall-normal resolution of 193 grids is required; higher 
resolution in this direction improves the mean tem- 
perature and root-mean square temperature fluctua- 
tion only slightly (peakrms temperature fluctuations 
differ by 1.6%). (b) The use of a higher resolution 
in the spanwise direction (256 grid points) does not 
produce significant changes to the first-order statis- 
tics. The turbulent Prandtl number near the wall 
decreased by about 2.7%. 

The results presented in this paper for Pr=0.3, 
1 and 3 were obtained for a 128 x 129 x 128 grid for 
which Ay varied from 0.045 to 3.68. A time of about 
1000 was needed to reach a stationary state; averag- 
ing was done over a time period of 775, 750,370 v/u.% 
for Pr=0.3, 1.0 and 3.0, respectively. A memory of 
0.7 gigabytes was needed on an HP/Exemplar-S. 

A principal focus of this paper are results for 
calculations with Pr=l, 3 and 10. For Pr=0.3, the 
ratio of the molecular diffusivity to the turbulent dif- 
fusivity is about 1/3. As a consequence, the turbu- 
lent diffusivity for Pr=0.3 is qualitatively different 
from what is found for Pr=1-10, in that molecular 
diffusion is causing the turbulent diffusivity to de- 
crease because of "leakage" of the thermal tags from 
eddies [Kontomaris & Hanratty (8)]. 

2.2 Lagrangian calculations 

The trajectories of heat markers released at time to 
from a infinitesimal source on the wall were calcu- 
lated in a DNS of channel flow. The Reynolds num- 
ber based on the half-height of the channel and the 
friction velocity was 150. The calculations were done 
with an.x, y, z grid of 128 x 65 x 128. The parti- 
cle tracking method developed by Kontomaris et al. 
(9) was used. Each marker moves due to convective 
and to molecular effects. The convective part of the 
motion is calculated from the fluid velocity at the 
marker position. The effect of molecular diffusion is 
simulated by imposing a three-dimensional random 
walk on the particle motion; it is added to the con- 
vective part of the motion after each time step, Ar, 
and takes values from a Gaussian distribution with 
zero mean and standard deviation a = -y/2At/Pr, 
in wall units [Papavassiliou & Hanratty (10); Kon- 
tomaris & Hanratty (8)]. A total of 16,128 markers 
were released on a 127 x 127 grid that covered the 
bottom wall. The behavior of the markers was fol- 
lowed over a time period of 2,750 wall units. A time 
step of At = 0.25 was used. 

The experiments with instantaneous point 
sources provide the probability function, P\{x — 
XQ, y, t — to)dxodto. A physical interpretation of Pi 
is that it represents the evolution in time of the en- 
semble average of markers released instantaneously 
from a line source at the wall. Since the flow field is 
homogeneous in the x and z directions, there is no 
statistical dependence on the initial location of the 
point sources. 

Probability P\ can be used to obtain informa- 
tion about the behavior of a continuous line source 
at xo by integrating over time. 

P2(x-x0,y) = 

/    Piix-xo^t-toWt-to) (5) 
Jo 

The distribution of mean temperature over a plane 
source is 

T(x,y)= /   P2{x - xo, y)d(x - x0) 
Jo 

(6) 

The temperature field from a heated bottom wall and 
a cooled top wall is then given as 

I 
T(x,y) = 

[P2(x - x0,y) - P2(x - x0,-y)]d(x - x0) (7) 

where y is the distance from the center of the chan- 
nel. A fully developed temperature profile is ob- 
tained by letting x -¥ oo. 

The Eulerian simulations used TU)=constant as 
the boundary conditions for the mean temperature 
at the wall. In order to compare Lagrangian results 
with the Eulerian results, a weight function, w(t), 
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needs to be introduced so that the number of markers 
at the wall remains constant throughout the time 
integration. Equation (6) thus becomes 

/•OO     rZ 

T(x,y)= /     /   w{t-t0)Pi(x-xo,y,t-t0) 
Jo   Jo 

d(x-x0)d(t-t0) (8) 

200 I  '   i   i   i  i   i  i   i   i 

with 

u    * \     Tw-T(y = -h,t-t0) w(t - t0) = =  (9) 

3 RESULTS    FROM   LAGRANGIAN 
METHOD 

Results from the Lagrangian analysis have been pre- 
sented by Papavassiliou & Hanratty (10, 11). This 
section gives a brief review of the findings, in order 
to enhance the discussion of the effects of Pr on sta- 
tistical properties of the temperature field. Figure 
1 shows a typical path for a thermal marker with 
Pr—100, that started at the wall, y = — y, t = to- 
The ordinate is the dimensionless time, t, and yw is 
the dimensionless distance from the wall. At small 
times the markers move away from the wall by molec- 
ular diffusion. Eventually they become entrained in 
the turbulence and turbulent motions dominate their 
dispersion from the wall. The distance from the wall 
at which the marker becomes entrained in the tur- 
bulence increases with decreasing Prandtl number. 
Three zones are observed: a region where molecular 
diffusion dominates, a region where there is an in- 
teraction between molecular and turbulent diffusion, 
a region where turbulent diffusion dominates. For 
very small Prandtl numbers only the first two regions 
are present. Figure 2 shows the average locations at 
two different times of a large number of Pr=l mark- 
ers that originate at the wall at tf=0. This clearly 
shows that a specific region of space will be primar- 
ily affected by markers released over a specific time 
interval. 

Results such as these can be used to calcu- 
late the average temperature field at a given distance 
downstream, x, from the entrance to a section where 
heat is added to the fluid from the bottom wall at a 
constant rate and removed from the top wall at the 
same rate. For large enough x the average tempera- 
ture field, calculated in this way, was found to equal 
that given by the DNS described in the previous sec- 
tion [Papavassiliou & Hanratty (11)]. The analysis 
was used to calculate the mass transfer coefficients, 
made dimensionless with the friction velocity, that 
are presented in Figure 3. Results from three sep- 
arate laboratory studies at Sc = 2400 are also pre- 
sented, as are results from the DNS. The Lagrangian 
calculation agrees closely with these measurements. 
The straight line represents the relation developed by 
Shaw and Hanratty (12) from their measurements 

Figure 1:  Typical trajectory for a thermal marker 
with Pr=100. 

of mass transfer over a range of Schmidt numbers 
of 693 to 39,300. These calculations of mass trans- 
fer rates and eddy transport coefficients support the 
controversial suggestion of Shaw and Hanratty that 
K ~ Sc-0704 at large Sc, rather than as Sc~2/3 

or Sc~3/4. They are represented by Dx ~ j/338 for 
a large Pr, rather than y3. Interpretations of this 
result have been presented [Campbell & Hanratty 
(13); Hanratty & Vassiliadou (14)], but these have 
not been confirmed. Calculated mean temperature 
profiles for Pr=100, 500, 2400 are shown as symbols 
in Figure 4. The solid lines were calculated using 
D* = byl;38 with b = 0.000495. The dotted curves 
were calculated using D* = vl = 0.000792y3. Here, 
£)' is made dimensionless with the kinematic viscos- 
ity and yw is the distance from the wall made dimen- 
sionless with the friction velocity and the kinematic 
viscosity. 

An interesting comparison between the La- 
grangian and Eulerian computations can be made. 
Both use the turbulent velocity field obtained from 
a DNS. For the present, the Eulerian calculation is 

Figure 2: Spatial distributions of Pr=l, heat mark- 
ers released at the wall at t=0. 
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Figure 4: Mean temperature profiles for the high Pr 
cases close to the wall. 

limited to Pr < 10. However the Lagrangian calcu- 
lation can be done for arbitrarily large Pr. Another 
result [Papavassiliou & Hanratty (11)] coming from 
Lagrangian calculations is that the spatial variation 
of the turbulent diffusion coefficient observed in the 
Eulerian analysis is not entirely due to spatial vari- 
ations of the turbulence - but is strongly affected by 
the time-dependency of turbulent diffusion. Many 
aspects of the physics of turbulent transport are un- 
derstood more clearly with the Lagrangian analysis 
for the simple case of turbulent flow in channel. To 
complete this theoretical approach one needs to de- 
velop a model for diffusion from a wall source. 

4 RESULTS FROM EULERIAN CALCU- 
LATIONS 

Mean temperatures, obtained from the Eulerian cal- 
culations, are shown in Figure 5 for Pr=l, 3 and 
10. The abscissa is the distance from the center of 
the channel made dimensionless with the half height. 
The ordinate is the mean temperature relative to the 
centerline temperature divided by the absolute value 
of the difference of the wall temperature and the cen- 
terline temperature. It is seen that as the Prandtl 
number decreases the temperature profile approaches 
the straight line relation that would be realized for 
a laminar flow. Lagrangian results for Pr=l,10 are 
also presented for comparison. The good agreement 
provides support for the accuracy of the Eulerian cal- 
culations. Figure 6 is a semi-logarithm plot in which 
the abscissa is the distance from the bottom wall 
made dimensionless with the friction velocity and 
the kinematic viscosity. The ordinate is the differ- 
ence between the local mean temperature and the 
wall temperature made dimensionless with the fric- 
tion temperature, T* = qw/pcpu". Even though an 
extensive well-defined logarithm layer is not expected 
due to the low Reynolds number considered in the 
present work, the straight lines represent the equa- 
tion 

(10) rr»      ~ —'to*'"' + • 1 Kg 

where K9=0.22,0.21,0.23 and B&= -1.0,14.7,49.5 for 
Pr=l, 3, 10. It is noted that the slope 1/K$ is ap- 
proximately constant for the Pr considered. These 
Ke are lower than the values of 0.48 obtained by Sub- 
ramanian & Antonia (15) and 0.45 for measurements 
in an electrically heated pipe obtained by Johnk & 
Hanratty (16). This difference in K$ is thought to be 
due to the thermal boundary condition at the wall 
and much lower Reynolds number considered in the 
present work. A conductive sublayer exists close to 
the wall where turbulence is making a negligible con- 
tribution to the transfer of heat. Its thickness for 
Pr=l, 3, 10 is respectively, yw=&-0, 3.6, 1.9. Thus, 
the thickness of conductive layer, A$ ~ Pr-1'2. 

4.2 Balance equation for temperature vari- 
ance 

Measures of the magnitude of the temperature and 
velocity fluctuations are 92 and q2 = u2 + v2 + w2. 
A balance equation for k$ = 82/2, analogous to the 
balance for k = q2/2, can be written as follows for 
fully developed flow in a channel: 

0 = 
—dT     \d{62v)       1 d2fc, 

-uV— — ; + — r-; 
ay      2    ay        Pr ayi 

9 

4.1 Mean temperatures 

-*[(£)♦(©♦(£)! (ll> 
where T and 6 are the mean and fluctuating temper- 
atures. All variables in this equation (and in subse- 
quent discussions) are made dimensionless with the 
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Figure 5: Comparison of mean temperature profiles. 
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Figure 6: Mean temperature profiles in semi-log co- 
ordinate. 

friction velocity, u", and the friction temperature, 
T*. The terms in equation (11) are the production 
of kg, the turbulent transport of kg, the molecular 
transport of kg and the dissipation of kg, which has 
been designated as eg. A sensitive test that a sta- 
tionary state has been reached is when the sum of 
these terms equals zero. For Pr=10, the maximum 
imbalance, which occurs in the middle of the chan- 
nel, is about 1.2% of the maximum production. As 
more samples are added, this imbalance decreases 
very slowly but the overall shapes of the curve rep- 
resenting terms in the budget hardly change. 

Figures 7 and 8 present values of 9v and the 
production of temperature fluctuations, Pg, for dif- 
ferent Pr. As the Pr increases, the heat flux by the 
turbulent transport, 9v, becomes increasingly impor- 
tant near the wall. In the middle of the channel, the 
effect of molecular conductivity is relatively small 
and heat is mainly transported by the turbulence. 
Due to the finite temperature gradient (Figure 5), 
the production does not go to zero in the middle of 

the channel. Sharp maxima in the production are 
noted close to the wall and a smaller broad maxi- 
mum is obtained in the center of the channel. Figure 
9 presents calculations of the root mean-square of 9. 
Maxima correspond roughly with the maxima in the 
production of kg. Due to the increase in production 
with increasing yw in the middle of channel, tem- 
perature fluctuations increase with yw in this region 
for all Pr. Plots of the correlation coefficient Rgu = 
^/(Ö2)1/2(u2)l/2  and R$v  _  0^/(02)1/2^2)1/2  ^ 

presented in Figures 10-11. The strong decrease of 
these correlations with increasing Pr is particularly 
noteworthy. As shown in Figure 7, Ov is higher for 
higher Pr throughout the channel. Thus, in order 
to understand the decrease m_Rgv, it is useful to 
look at the behavior of 9v and 92 in the wavenumber 
space. Figures 12- 13 are the cumulative spectral 
density functions of 9v and 02 versus wavenumber 
in the streamwise direction, kx at yw = 25. Plots 
of f0

x Wggdkx show that the contribution from high 
wavenumber to 92 increases importance as Pr in- 
creases. However, its influence to the cumulative co- 
spectral density function for 9v is relatively small. 
This is because high wavenumbers do not contribute 
significantly to v2 as they do for 9v at large Pr. 
Thus, the ratio of 9vl(02)l/2(y2)1/2 decreases as Pr 
increases. It should be noted that the calculations 
for Pr=10 in Figure 13 used 256 grid points in the 
x-direction. This accounts for the larger range of k 
studied for this condition. 

Figure 7: Comparison of 9v. 

Calculations of eg are presented in Figure 14. 
The very high values close to the wall are in a region 
where the instantaneous temperature profiles are lin- 
ear but oscillating in time. Usual practice is to de- 

fine a term eg = eg — -p^ I 9Y°2 j    which does not 

include the dissipation associated with these oscilla- 
tions. Thus, the modified dissipation can be repre- 
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sented as follows: 

«0 = Pr 
(dey   (de\ 

l \(de\2    (djlß\ 
Pr[\dy) 

2-1 

\ dy ) \ 
(12) 

Values of e$ are presented in Figure 15. One can use 
equation (12) to define a microscale, analogous to 
that defined by Talyor for the dissipation of turbulent 
energy. 

i e2 ( 1 \ 

where 

xi    \\ + xi + xi 

(13) 

(14) 

The scale, Xe is found to decrease with increasing 
Pr. The plot XePr1'3 for Pr=0.3, 1.0, 3.0, 10.0 in 
Figure 16 shows for a fixed Reynolds number that 

Xe ~ Pr'1/3. This result is consistent with Fig- 
ure 13 which shows that the contributions of high 
wavenumbers to 62 becomes more important with 
increasing Pr. 

5 RESULTS ON TURBULENT DIFFUSIV- 
ITY 

A turbulent diffusivity of heat is defined as 

dy 
(15) 

This can be obtained from calculations of 6v and 
^£. It can also be calculated from a knowledge of 
T(y) and the heat flux, qw, at the wall. Since a fully 
developed condition is considered, 

q(y) = qw =-(D + Df) uJPCpT) 
dy 

(16) 
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Figure 12: Cumulative co-spectral density function 
of 6v at y=25. 

Figure 14: Total dissipation of temperature field. 
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Figure 13: Cumulative spectral density function of 
¥ at y=25. 

If this is written in a dimensionless form, 

-(*♦") dy 
(17) 

where Dt is made dimensionless with the molecu- 
lar kinematic viscosity, T, by the friction tempera- 
ture and y, by the ratio of the kinematic viscosity 
to friction velocity. In the Eulerian calculations the 
same value of D% was obtained by equations (15) and 
(17) after a stationary state was reached. In the La- 
grangian calculation Dl was obtained from equation 
(17). 

Values of D* obtained from Eulerian calcula- 
tions for Pr=l, 3, 10 are presented in Figure 17, 
along with the values of the turbulent kinematic vis- 
cosity, u\ obtained for i=T=150. The turbulent vis- 
cosity shown in in this figure was calculated with a 
128 x 193 x 128 grid. It is noted in this plot that 
Pr is not having a strong effect on Df for Pr > 1. 
In the central regions of the channel slight differ- 

1.5  - 

Pr=1.0 
■ Pr=3.0 
■ Pü=10.0 

80 100 

Figure 15: Plot of i9 = ee - £ (^0) 

ences are noted. These could be real, but they also 
could reflect computational issues. As can be seen 
in Figure 5, the temperature gradient at the center 
decreases with increasing Pr so that the accuracy of 
the calculation becomes more important. Further- 
more, the computations show that the central re- 
gions of the channel come to a stationary state slowly 
because the convection of temperature is influenced 
by large scale, small frequency velocity fluctuations. 
Thus, differences between Pr=l and Pr=3 calcula- 
tions could have arisen because insufficient time was 
allowed to reach a stationary state for Pr=3. This 
does not seem to be the case for Pr=10, so the dif- 
ference could be real. However, the velocity field in 
the Pr=10 calculations was slightly different from 
that which existed for Pr=l because a grid with a 
higher resolution was used. The results in this fig- 
ure show that the turbulent diffusivities for Pr=l, 
3, 10 are approximately equal to the turbulent vis- 
cosity for yw < 0.15H or yw < 22 wall units. A 
comparison of the maximum v% with the maximum 
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Figure 16: Comparison of XgPr^ at different Pr. 

Dl for Pr=l gives a turbulent Prandtl number ap- 
proximately equal to 0.87 in the center regions of 
the channel. This is somewhat larger than what has 
been obtained in calculations for heat transfer from 
two walls at the same temperature [Antonia & Kim 
(17)]. This suggests that Pr1 could depend slightly 
on the boundary conditions for the heat transfer. 

The balance of turbulent kinetic energy, k, has 
a term, e, which represents the rate of energy dissipa- 
tion. A bulwark of the k — e model and the Reynolds 
stress closure model is the definition of a character- 
istic time scale, T, by using e = fcr-1 as a model 
for e. In the fc — e model the turbulent viscosity is 
taken as vl ~ fcr ~ fc2/e. In attempts to use the 
temperature balance equation to model £?*, an ad- 
ditional time scale, rg has been introduced, which is 
denned as eg = kgTg1. Assumptions that Df ~ krg 
or JD1 ~ fc(rgr)1/2 have been made [Nagano & Kim 
(2)]. Calculated values of rg are plotted in Figure 18 
for Pr=0.3, 1, 3, 10. Values of r, calculated from 
the velocity field with a 128 x 193 x 128 grid, are 
also presented. Values of rg are seen to be strongly 
affected by Pr and to have a different shape from T. 

Since Xg varies as Pr*1/3 from the Figure 16, it can 
be shown that rg ~ Prl/Z. This suggests that this 
model for eg is flawed unless the effect of Pr on rg 
can be explained more easily than the effect of Pr on 
eg. Furthermore, relations for Dt of the type given 
above are inconsistent with the results in Figure 17 
which shows a small effect (if any) of Pr on D*. 

The gradient transport model has also been 
used to calculate the turbulent convection of kg, by 
assuming 

u,-02 = D 
de2 

dxi 
(18) 

Values of 62v are plotted in Figures 19 and_20 for 
Pr=l and 10. The curves are plots of Dt(dd2/dy). 
It is seen that the model is fundamentally incorrect 
(as would be expected). Locations at which v02=0 

do not correspond to a location where ^|-. However, 
there is a rough agreement in the locations of maxima 

in ^2 and D1^. 

0.12 i     i     i     i 

Pr=1.0 
Pr=3.0 
Pr=10.0 

Figure 17: Turbulent diffusivity. 

400 

300 

& 200   - 

150 

Figure 18:  Time scale of temperature field in wall 
unit. 

6    RESULTS CLOSE TO THE WALL 

An examination of the temperature profile for Pr=10 
in Figures 5-6 shows that about 85% of the drop oc- 
curs for yw < 20, so the modeling of the region close 
to the wall is critical. This even becomes more im- 
portant at large Pr where the heat flux is quite small 
and the temperature gradient in the central regions 
(where Df is large) become negligibly small. Thus, 
Figure 4 shows that almost all of the temperature 
change occurs within yw < 5 for Pr > 100. There- 
fore, it is of interest to give special consideration to 
the calculated temperature field close to the wall. If 
the fluctuating temperature and velocity fields are 
expanded in a Taylor series the following equations 
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Table 1: Limiting values 

Figure 19: Test of gradient diffusion model for tur- 
bulent transport term at Pr = 1. 

\i 

Figure 20: Test of gradient diffusion model for tur- 
bulent transport term at Pr = 10. 

are obtained for a given Pr: 

9 = hiyw + h2yl + h3y
3

w + 

u = biyw + ciyl + ciiy* + • 

v = c2yi + d2y
s

w + ••• 

(19) 

(20) 

(21) 

where the coefficients are functions of t and of Pr. 
Then, 

fa = Khyl + (hid. + h2h )y3
w + ■ ■ ■ (22) 

9v - hic2y
3

w + {hid2 + c2h2)yl + ■ (23) 

From equations (15), (17) and (23), the following 
limiting expression is obtained for the mean temper- 
ature profile: 

Pr-, 
T-Tw = Pryw + —hlC2y%+ 

Pr 

Pr 1.0 3.0 10.0 

0 0.403 1.22 3.93 

\ß?/Pr 0.403 0.405 0.393 
hic2 x 10-3 0.730 2.09 5.03 

h^c2/Pr x 10-4 7.30 6.98 5.03 
hih 0.137 0.372 0.782 

hibi/Pr 0.137 0.124 0.0782 

Values of v"i5 VM/-^r' ^ic2» &i&i obtained from 
the Eulerian computations are listed in Table 1. It is 
noted that T - Tw = Pryw and (02)1/2 « 0.40Pry«, 
for Pr=l, 3, 10 for yw -* 0. However, Table 1 indi- 

cates that yhi/Pr is not completely independent 

of Pr so it is likely that 02/!r in the limit of yw -+ 0 
could decrease with Pr. In their study of turbu- 
lent mass transfer, Shaw & Hanratty (12) showed 

that -^ ~ Sc-°09 when Sc is large. The result 
for Pr=10 is in good agreement with this relation. 
From Table 1 it is seen that h\c2/Pr decreases with 
Pr and is not constant, as suggested by Antonia & 
Kim (17). 

The limiting behavior of Df is given as 

Df = 
h\c2  3      (hid2 + c2h2)  4 _ 
Pr 

(hic2)* 
Pr 

Pr 

vl + ' (25) 

(Äid2 + c2h2)yl + ■ (24) 

It is seen that the coefficient in the first term in equa- 
tion (25) decreases with Pr. Therefore, the leading 
term in the expansion for Pr* increases with Pr and 
is not just a function of yw. Values of D* are plot- 
ted versus j/u,, in Figure 21 using log-log coordinates, 
so as to emphasize the behavior for small yw. For 
Pr = 10, and for Pr = 1, D1 is seen to vary as y^ 
for ym -4 0; the results for Pr — 10 are below those 
for Pr = 1. The thickness of the conductive sublay- 
ers for Pr=l, 3,10 are respectively yw=6.0, 3.6, 1.9, 
as mentioned in §4.1. 

An examination of Figure 21 shows that the 
limiting regions for Dl lie within the conductive sub- 
layer so the behavior here is not important in cal- 
culating mean temperature profiles. Thus, the of- 
ten used assumption that mean temperatures in the 
limit of very large Pr can be calculated by assum- 
ing Df — cyl, could be incorrect on two counts: The 
coefficient is probably a function of Pr and the re- 
gion where this limiting behavior is valid probably 
resides in the conductive sublayer, where molecular 
transport is dominant. It is noted from Figure 21 
that, in the region where turbulent transport is im- 
portant, Dl has the same values for Pr=l, 3, 10. 
Figure 21 also presents values of D* obtained from 
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the Lagragian analysis for Pr=100, 500, 2400. It is 
to be noted that, in these calculations, Dl is calcu- 
lated with equation (17); it is not possible to obtain 
values of Dt in the conductive sublayer, i.e., inside 
the region where D% ~ yz

w. 
It is noted that the Dx relation for Pr=l for 

yw < 4 agrees with the relation for vt: 

Dt = ut = 0.00079y^ (26) 

The values of D* for Pr=10, 100, 500, 2400 lie be- 
low equation (26) for yw < 4. For Pr > 10 a D* 
relation could be developed for small yw which in- 
volves an interpolation between D* = (h\C2/Pr)y3

w 

for yw —> 0 and equation (26) for larger yw. In 
this relation (h\C2/Pr) would decrease weakly with 
Pr. The results presented in Figure 21 and in Fig- 
ure 4 for Pr=100, 500, 2400 indicate that the in- 
fluence of turbulent transport is controlled by the 
intermediate region between the limiting behaviors 
and that D% is fitted reasonably well with the re- 
lation Dt = 0.000463y*38. From the viewpoint of 
doing practical calculations at large Pr, the above 
relation could be used up to yw = 5.0 and Dl can be 
taken as equal to v% for y > 5.0. As already pointed 
out by Campbell & Hanratty (13) and by Hanratty 
6 Vassiliadou (14), the influence of Pr on the limit- 
ing behavior of Df can be related to its influence on 
62/rL for yw —> 0. Velocity fluctuations in the im- 
mediate vicinity of the wall cause fluctuations in rate 
of heat transfer, which control the fluctuating tem- 
perature and 9v in this region. Since the heat trans- 
fer rate cannot respond to velocity fluctuations with 
very high frequencies, the conductive sublayer acts 
as a low pass filter. This ineffectiveness of high fre- 
quency velocity fluctuations increases with increas- 
ing Pr. A consequence of this is that the limiting 
behavior of 02/T and of Dl are affected by Pr. The 
outcome is just the opposite of what is found in the 
central regions of the channel where the spectrum 
for 92 shows an increase in the contributions of large 
wavenumber temperature fluctuations with increas- 
ing Pr. This behavior is illustrated in Figures 22 - 
23 which show the spectra of 62 and 9v at yw=0.2. 
In the vicinity of the wall, high wavenumbers do not 
contribute significantly to 62 as they do away from 
the wall (Figure 13). 

7 CONCLUSION 

For Pr > 1 and for yw > 5, the influence of Prandtl 
number on Dtjs quite small. However, large effects 
of Pr on Ui6/{u2)" (62) *,62,Te and X$ are observed. 
This can be understood by recognizing that the range 
of wavenumbers associated with the fluctuating tem- 
perature field increases with Pr. At large Pr the 
spectral function for 92 can extend to wavenumbers 
for which the spectral functions for the velocity field 
are close to zero [Batchelor (18), Tennekes & Lumley 

Figure 21: Turbulent conductivity close to the wall 
of the channel for high Pr or Sc numbers. 
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Figure 22: Cumulative spectral density function of 
62 at yw = 0.2. 

(19)]. However, the correlation between the veloc- 
ity and temperature fluctuations is determined by a 
range of wavenumbers which is approximately inde- 
pendent of Pr. These results suggest that r, rather 
than T$ is a more significant time scale character- 
izing turbulent transport of heat [This seems to be 
what was suggested by Horiuti (20)]. A corollary of 
this observation is that the use of a turbulent Prandtl 
number to relate scalar transport to the velocity field 
could be a sensible approach. In fact, the assumption 
that £>' = v% is a good approximation for the viscous 
wall region (beyond yw = 5) and the log layer. In 
the outer flow, D* > v% and the turbulent Prandtl 
number depends on the boundary conditions. The 
Lagrangian methods developed by Papavassiliou & 
Hanratty (10, 11) could provide an opportunity to 
explore these effects. 

For Pr=l the turbulent Prandtl number is 
unity for yw < 5. At small yw the turbulent dif- 
fusivity increases as yj, for all Pr. However, Df/yl, 
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Figure 23: Cumulative co-spectral density function 
for 9v at yw = 0.2. 

decreases weakly with increasing Pr as yw -t 0. This 
can be understood if it is recognized that tempera- 
ture fluctuations in this region are mainly governed 
by fluctuations in the rate of heat transfer at the 
wall, rather than hydrodynamic mixing of hot and 
cold fluid. 

The thickness of the region where D* ~ yj, de- 
creases with increasing Pr. However, it always lies 
in the conductive sublayer where turbulent transport 
is negligible compared to molecular transport; that 
is, turbulent effects in this region are not directly 
influencing the mean temperature profile. For very 
large Pr almost all of the temperature change oc- 
curs in the viscous sublayer where vx ~ y^. Because 
of this, the agreement is commonly made that tem- 
perature or concentration profiles can be calculated 
by assuming Df ~ y^. The results outlined above 
suggests that this approach is incorrect.  

If P* is known, the dependency of 92 on y and 
on Pr can be calculated from the balance equation 
for k$, but expressions for the dissipation and trans- 
port terms are needed. The dissipation can be repre- 
sented by equation (13). For the range of Pr covered 
by the Eulerian calculations, A^ varies roughly with 
pr-i/3 <j>ke explanation of this dependency resides 
in understanding the effect of Pr on the spectral 
function for 92. The use of the gradient transport 
model, equation (18), gives only a crude represen- 
tation of the turbulent transport of k$. The exam- 
ination of the transport terms fro Pr = 1 and 10 
suggests that the introduction of a proportionality 
constant in equation (18) will not provide a quick 
fix. However, the transport terms are not large, so 
even a rough approximation might be satisfactory. 
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Nomenclature 

cp    specific heat at constant pressure 

Dx    turbulent diffusivity 

H   half channel height 

K    mass transfer coefficient 

k     turbulent kinetic energy or fluctuating mass 
transfer coefficient 

kx    streamwise wavenumber 

k$   twice the mean-square temperature fluctuations 

n   exponent that describes the variation of Dx with 
the distance from the wall 

P    pressure 

Px    streamwise pressure gradient 

Pg    production of 92 

Pr    Prandtl number 

Pr*    turbulent Prandtl number 

q    heat flux 

q2    v? + v2 + w2 

qw    heat flux at the channel wall 

Rgu    correlation coefficient of 9 and u 

Rgv    correlation coefficient of 9 and v 

Sc    Schmidt number 

T    temperature 

T    mean temperature 

Tw    temperature at the wall 

T*    friction temperature 

t    time 

u, v, w     fluctuating velocity components in the 
x, y, z directions 

W$e    spectral density function for 09 

Wev    co-spectral density function for 9v 

x, y, z    streamwise, normal and spanwise coordi- 
nates 

yw   distance from the lower wall made dimensionless 
by wall variables 
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w    weight function 

Greek symbols: 

Ae    thickness of conductive layer 

e    dissipation of turbulent kinetic energy 

e$    dissipation of temperature fluctuations 

*«-*(*#)' 

K0    von Karman constant for temperature 

As    Taylor microscale in the x direction 

Ay    Taylor microscale in the y direction 

\z    Taylor microscale in the z direction 

\g    Taylor microscale denned byp- = p- + p- + p- 

v    kinematic viscosity 

vl    turbulent viscosity 

w    vorticity vector 

n    pseudo pressure 

p    fluid density 

T    time scale of velocity field 

T$    time scale of temperature field 

9    fluctuating temperature 

u*    friction velocity 
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ABSTRACT 
The direct numerical simulation (DNS) of turbulent heat transfer in a channel flow has been carried out for 
Pr = 0.025, 0.2 and 0.71 with ReT = 180 and 395 to investigate Reynolds number effect on the turbulent heat 
transport. The statistical quantities such as temperature variance, turbulent heat fluxes, turbulent Prandtl 
number and time scale ratio are obtained and the effect of the Reynolds number is examined. Budget terms of 
temperature variance and turbulent heat fluxes are also calculated. The instantaneous flow and thermal fields 
are visualized in order to investigate the structures of streaks and vortices. 

1 INTRODUCTION 

The direct numerical simulation (DNS) of turbulent 
heat transfer is now widely performed for various 
configurations. Among them, the DNS of the fully 
developed turbulent channel flow has often been per- 
formed because of its simple geometry and funda- 
mental nature to understand the convective heat trans- 
fer between fluid and a solid wall. The first at- 
tempt on this subject was made by Kim-Moin I1! for 
Pr = 0.1, 0.71 and 2.0 with ReT = 180, where Pr is 
the Prandtl number and ReT is the Reynolds number 
based on the wall friction velocity and the channel 
half width 6. Later, Kasagi et al. 121 and Kasagi- 
Ohtsubo 13] made the DNS for Pr = 0.71 and 0.025 
with a slightly lower Reynolds number of ReT = 150. 
They obtained the budget of the transport equations 
for the temperature variance, turbulent heat flux and 
their dissipations. More recently, Kawamura et al. 
[4> 5] performed the DNS for a wider range of Prandtl 
numbers from Pr = 0.025 up to 5.0 with Re-r = 180. 

As seen above, the DNS's of the turbulent 
heat transfer in the channel flow have been performed 
for Reynolds numbers not more than ReT = 180, 
which corresponds to Rem = 5600 based on the mean 
velocity and the channel width. Since this Reynolds 
number is rather low, the logarithmic and the wake 
regions can hardly be distinguished. 

On the other hand, the Reynolds number of 
the DNS for turbulent channel flow itself has not 
been raised also for long time. Shortly after the well- 
known DNS with ReT = 180 by Kim et al. ffi , the 
same group performed the one with a higher ReT of 
395 (Kim et al. !71 , Antonia-Kim PI ). 

To the author's knowledge, however, no higher 

Reynolds number was calculated. Recently, the present 
author's group (Kawamura 191 ) performed a DNS 
with higher Reynolds numbers of ReT = 395 and 
640. In the present work, their DNS of ReT = 395 is 
extended to the scalar tranport with Prandtl num- 
ber of 0.025, 0.20 and 0.71. The results are compared 
with those of ReT — 180 (Kawamura (4>51 ) and the 
effect of the Reynolds number is discussed. 

q^const 

Figure 1: Calculation domain 

2 FUNDAMENTAL EQUATIONS AND COM- 
PUTATIONAL METHOD 

The flow is assumed to be fully developed and heated 
by a uniform heat flux qw from both walls. Cal- 
culation domain is shown in Fig. 1. The velocity 
and temperature are normalized by the half channel 
width 6, the friction velocity uT, the kinematic vis- 
cosity v and the friction temperature TT(= qw/pcpUr)- 

The fundamental equations are the continuity 
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Table 1: Computational and visualized conditions 

Grid Staggered Grid 
Coupling Algorithm Fractional Step Method 

Time Advancement 
Viscous Terms 2nd-order Crank-Nicolson Method (y-direction) 
Others 2nd-order Adams-Bashforth Method 

Discretization Scheme Nonlinear Terms 2nd-order Central Scheme (Consistent) 
Viscous Terms 2nd-order Central Scheme 

Boundary Condition Periodic(x, z direction), Non-slip (y-direction) 
Grid Number 128 x 66 x 128, 256 x 128 x 256 
Computational Volume 6.45 x 26 x 3.25 
Visualized Volume Z.26 xSx 1.6(5 
Reynolds Number ReT = 180, 395 
Prandtl Number Pr = 0.025, 0.2, 0.71 

equation: 

duf 
= 0, 

and the Navier-Stokes equation: 

duf       +duf     dp+       1   d2u? 
dt+      J dx\      dx\     ReT dxf' 

(1) 

(2) 

In this case, the statistically averaged temperature 
increases linearly with respect to x*. Then the in- 
stantaneous temperature T+ (x*,y*,z*) can be di- 
vided into two parts 

T+ (x*, y\ z*) = -)^x* ~ 0+ (x*,y*,z*),    (3) 

where \Tm \ is the so-called mixed mean tempera- 
ture denned as 

(T+
m) = j\tT+dy*/ £v+dy*, (4) 

In the present configuration, its streamwise gradient 
becomes 

# = v^), (5) 

where (u4-) is the average velocity over the channel 
section. With the above transform, the energy equa- 
tion becomes 

de+_    +de+        i    d2e+ 
dt+ + Uj dx*j ~ ReT-Pr dxf 

+ (*y (6) 

The boundary conditions are 

uf = 0,    6+ = 0     at y = 0 and 2 6. (7) 

The simulation is made with use of the finite dif- 
ference method in which a special attention is paid 

to the consistency between the analytical and nu- 
merical differential operations (Kawamura l10l). The 
method was confirmed to give good agreements with 
the spectral method (Kawamura-Kondo I11!). The 
present numerical scheme consistent with the ana- 
lytical operation ensures the balance of the transport 
equations for the statistical correlations such as the 
turbulent heat flux and the temperature variance. 
To perform a DNS with a higher Reynolds number, 
a larger grid size of 256 x 128 x 256 is adopted. The 
calculation is carried out with use of a parallel com- 
puter called as Numerical Wind Tunnel (NWT) lo- 
cated at National Aerospace Laboratory. 

The computational and visualized conditions 
are given in Table 1. 

3 RESULTS 

3.1 Velocity field 

To examine the obtained velocity field, the mean ve- 
locity profile and the rms of the Reynolds normal 
stress are shown to be compared with those by Kim 
et al. [7] in Figs. 2 and 3. Although a small discrep- 
ancy is observed, the agreement is good enough. 

3.2 Mean temperature profile 

The mean temperature is given for two Reynolds 
numbers of 180 and 395 and for Prandtl numbers 
of 0.025, 0.20 and 0.71 in Fig. 4. Those by Kasagi's 
group (Pr = 0.025 and 0.71 for ReT = 150) are also 
plotted for comparison. The logarithmic region can 
be better distinguished from the wake region with 
increase of the Reynolds and Prandtl numbers. 

The Karman constant of the mean temper- 
ature profile (KO) is obtained and shown in Fig. 5. 
In case of ReT = 180, no plateau is observed for 
Pr = 0.2; while for Pr = 0.71, K$ exhibits a plateau. 
In case of ReT = 395, the plateau can be seen for 
both Pr = 0.2 and 0.71.   Moreover, Kg decreases 
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significantly after the plateau, which corresponds to 
the distinction between the logarithmic and wake 
regions. It is interesting to note that, in case of 
ReT = 395, the values of K,6 for Pr = 0.71 and 0.2 
becomes roughly independent of Prandtl number for 
y+ > 50. This means the semi-logarithmic plots of 
the mean temperature becomes parallel for Pr > 0.2, 
which can be confirmed in Fig. 4. 

Kader !121 proposed Kg = 0.47 independently 
upon Pr in his empirical correlation. The present 
DNS supports the independence; however, the value 
of the Ke itself is somewhat smaller than his proposal 
(KB 2i 0.42 ~ 0.45) and is closer to the Karman con- 
stant of the mean velocity profile. 

3.3 Wall-normal turbulent heat flux 

Since the fully developed condition is assumed, the 
turbulent wall normal and the molecular heat fluxes 
satisfy the following relation. 

Qtotal Pr^+     V   ° (ü+)ReT ' Prdy* (8) 

which is equal to the total heat flux q£otal- The total 
and the turbulent wall-normal heat fluxes are shown 
in Fig. 6. The peak of the turbulent heat flux in- 
creases with increase of the Rer and Pr. The peak 

arises at around y+ = 30 ~ 60 for Pr > 0.2; while 
y+ > 50 for Pr = 0.025. 

The peak value of the turbulent wall-normal 
fluxes can be correlated as follows. Firstly, the total 
heat flux is expressed as 

^ = ^^-^^=l-|^ + ^+),    (9) Prdy* 

where (j>(y+) is a small correction function depending 
on the velocity profile. It can be empirically approx- 
imated as 

4>(y ^-^('-0- (10) 

where b is an empirical constant of about 0.4. If the 
logarithmic profile is assumed for the mean temper- 
ature, then its gradient becomes 

dJT 
dy+ «e2T 

(11) 

With use of Eqs. (10) and (11), Eq. (9) gives 

1 y+ 

nePry+ ~ (1 ~ 6) RTT 
-v'+9'+   =    1- 

-»(£) ♦»(£)■« 
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300   y+ 

If the last two higher order terms are neglected for 
simplicity, the peak of -v'+6'+ arises at 

V   max 
Rer 

(l-b)K6Pr' 

Then the peak value becomes 

(13) 

-v'+9'+r ~    1-2 

+ 

1-6 
KePeT 

b 

26 
1 — 6 KgPeT 

1 

(l-6)3/2(*ePeT)3/2' 
(14) 

where PeT = Pr ■ ReT is the Peclet number. This 
correlation is compared with the DNS results in Fig. 
7. The agreement is good. 

The wall-normal turbulent heat flux is plotted 
again in Fig. 8 with an emphasis on the near wall 
region. It is expanded in terms of y+ as 

-v'+Ö'+ = Pr • bec2 • y+ + (15) 

The dependence of the correlation coefficient 
60C2 upon the Reynolds number is not large but still 
appreciable; i.e. bec2 cz 0.0008 for ReT = 180 and 
0.001 for 395. 

3.4 Streamwise turbulent heat flux 

The streamwise turbulent heat flux is given in Fig. 
9. Its peak is determined primarily by the Prandtl 
number and it increases with increase of Pr. The 
dependence of the peak value on the Reynolds num- 
ber is already negligible for Pr = 0.71 but is still 
appreciable for Pr = 0.2 and 0.025. It is interesting 
to note that, in the central region of the channel, the 
streamwise heat flux is governed not by the Prandtl 
number but by the Reynolds number. 
3.5 Temperature variance 

The rms of the temperature variance is shown in 
Fig. 10 for various Re and Pr numbers. When the 
Prandtl number is enough large as Pr — 0.71, the 
peak value is not much dependent upon the Reynolds 
number. For a smaller Prandtl number, however, the 
peak increases as the Reynolds number does. 

The temperature fluctuation can be expressed 
in the wall vicinity as 

6'+ = Pr ■ (bey
+ + cgy+2 + ■•■) (16) 

The ratio 0'+rms/Pr is plotted in Fig. 11. In case 
of a lower ReT of 180, it is dependent on Pr; that 
is, b8 = 0.38 for Pr = 0.71 and 0.34 for Pr = 0.2. ; 
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while, in the case of ReT — 395, the coefficient &erms 

is independent of Pr (be = 0.42) for Pr > 0.2 Thus 
the validity of the expansion of Eq. (16) is confirmed 
for a higher Rerynolds number as ReT — 395. 

3.6 Budget of transport equations 

The budget of the transport equation for the tem- 
perature variance is given in Figs. 12 and 13 for 
Rer = 180 and 395, respectively. Both the produc- 
tion and dissipation terms increase with increase of 
the Reynolds number. The present authors (Kawa- 
mura et al. 14> 51) examined a scaling low of the peak 
of the production term for the temperature variance 
Pe and found that it can be scaled by Pg/Pr and 
pri/3y+ As shown in Fig. 14, this scaling law is 
better satisfied with increase of the Reynolds num- 
ber. 

The budget for the wall-normal heat flux 
is shown in Figs. 15 and 16. It is well known that 
in the normal fluid (Pr > 1) the production term 
is balanced with the temperature pressure-gradient 
(TPG) term while the dissipation term is negligible. 
In case of Pr = 0.2, however, both the TPG and 
the dissipation terms contribute comparatively. It is 
interesting to note that, with increase of Reynolds 
number, the dissipation term stays unchanged while 
the TPG term increases to contribute more domi- 

nantly to the budget. 

3.7 Turbulent Prandtl number and time scale 
ratio 

The turbulent Prandtl number is an important quan- 
tity in the engineering heat transfer calculation. It 
is defined as 

_        v*      u'+v'+ 

Prt = — = 
(dt/dy+) 

(H      v'+6'+ (düi+/dy+)' 
(17) 

There has been a long discussion on the dependence 
of Prandtl number upon the wall-normal distance y+ 

and/or the molecular Prandtl number. Antonia-Kim 
[8]. found that the turbulent Prandtl number be- 
comes independent of both y+ and Pr as the wall is 
approached except for a very low Prandtl number. 
The present authors (Kawamura et al. 14>51. ) con- 
firmed it with an additional theoretical basis. 

The turbulent Prandtl number is plotted in 
Fig. 17 including the present DNS of ReT = 395. 
The wall asympotic value of Prt for Pr > 0.2 is cer- 
tainly independent of y+ and Pr irrespectively of the 
Reynolds number. 

On the other hand, Prt of the low Prandtl 
number (Pr = 0.025) depends significantly upon the 
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Reynolds number. It approaches to the normal value 
for a larger Pr. Thus it is indicated that the very 
high value of Prt for a low molecular Prandtl num- 
ber fluid is caused also by the low Reynolds number 
effect. 

The time scale ratio defined as 

R = 
0'+2e 

2k£B 

(18) 

is a quantity often used to estimate the dissipation 
rate of the temperature variance. Its wall asym- 
potic value is exactly equal to the molecular Prandtl 
number. Figure 18 shows the distribution of the 
time scale ratio for several Prandtl numbers with 
ReT = 180 and 395. Its wall value is indeed equal 
to Pr. The dependence upon the Reynolds number 
seems not so large for all the Prandtl numbers cal- 
culated. 

3.8 Instantaneous velocity and temperature 
fields 

The instantaneous velocity and thermal fields are vi- 
sualized with the use of DNS data in Figs. 19 and 
20. The visualized volume is one eighth of the com- 
putational domain (2528 x 790 x 1264 in the wall 

unit of (u/uT)). Note that the fluid flows from the 
bottom left to the top right and that the sign of the 
temperature fluctuation is inversed (T'+ = —d'+) to 
meet an intuitive impression of the heating wall. 

Figure 19 shows the instantaneous high and 
low velocity regions in case of ReT = 395. When 
Reynolds number increases, the structures become 
highly intermittent in space. In case of a low Reynolds 
number, only a limited types of vortical structures 
are observed. On the other hand, with increasing 
Reynolds number, various shapes of the vortices ap- 
pear. The well-known hairpin vortex is not observed, 
but many single vortices are dominant. Some of them 
look like the so-called banana vortex (Robinson I13l). 

The elongated streaky structure is obtained. 
The low-speed streaks are much longer than high- 
speed ones as reported by Robinson 1*3]. The span- 
wise spacing of the low-speed streaks is approximately 
100 wall units, which is in accordance with experi- 
mental knowledge. In addition, the low-speed streaks 
are elongated more than 1,000 wall units in the stream- 
wise direction. 

Figure 20 shows the instantaneous high and 
low temperature region for ReT = 395 and Pr = 
0.71. The thermal streaky structure has a strong 
resemblance to the momentum one. 
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4 CONCLUDING REMARKS 

The DNS of turbulent channel flow with scalar trans- 
port was performed for Reynolds number of ReT = 
180 and 395. The molecular Prandtl number was 
0.025, 0.2 and 0.71. In the mean temperature profile, 
the logarithmic and wake regions were better distin- 
guished with increase of ReT- The temperature vari- 
ance, streamwise and wall-normal heat fluxes were 
obtained and their expansion coefficient in the wall 
vicinity was examined. The turbulent Prandtl num- 
ber (Prt) was calculated and found that its near- 
wall value was about unity independantly of both 
Rer and Pr of Pr > 0.2. The effect of the Reynolds 
number on Prt was more significant for a low molecu- 
lar Prandtl number of 0.025. Instantaneous flow and 
temperature fields were visualized and their struc- 
tures were compared for two different Reynolds num- 
bers. 

ACKNOWLEDGEMENTS 

This simulation was performed with use of the Nu- 
merical Wind Tunnel (NWT) of National Aerospace 
Laboratory. The authors would like to acknowledge 
Mr. Ohsaka, a former graduate student, for his exe- 
cution of DNS. 

NOMENCLATURE 

at thermal eddy-diffusivity 
bi,Ci,di coefficient of expansion 

cp specific heat at constant pressure 
k turbulent kinetic energy 
p pressure 

PeT Peclet number=Pr ■ ReT 

Pr molecular Prandtl number 
Prt turbulent Prandtl number 
Pg production term of temperature 

Figure 19: High and low speed streaks 
(ReT = 395) 

(u'+ < -3.5; light-gray, u'+ > 3.5; dark-gray, 
p'+ < -3.5; white) 

Figure 20: High and low temperature streaks 
(ReT = 395) 

(T'+ < -3.5; dark-gray, T'+ > 3.5; light-gray, 
p'+ < -3.5; white) 

variance 
qw wall heat flux 

Qtotal total heat flux 
R time constant ratio 

ReT Reynolds number=ur5/i' 
Rem Reynolds number=2 ReT (ü"1") 

t time 
T temperature 

Tm bulk mean temperature 
TT friction temperature 

Ui, u, v, w velocity component  
Ur friction velocity= y/rw/p 

X\,x streamwise direction 
£2)2/ wall-normal direction 
£3, z spanwise direction 
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ABSTRACT 
Spanwise heat transfer in wall turbulence was studied in a turbulent channel flow having a linear spanwise 

variation of time-mean fluid temperature just the same as the spanwise variation of wall-temperature. Direct numerical 

simulation was performed for this flow geometry for four values of Prandtl number, Pr, ranging from 0.1 to 1.5. 
General trend of the spatial variation of the spanwise thermal eddy diffusivity for Pr=0.71 agrees well with the 
experimental data obtained by Maekawa et al. (1991). However, quantitative discrepancy was observed between the 
numerical and experimental results for the thermal eddy diffusivity in the near-wall region. Numerical results 
demonstrated that there is rough agreement between the values of eddy diffusivity ratio,  a hz/ £ hy, and the Reynolds 

normal stress ratio, w2 / v2, almost over the channel width, indicating the validity of the Launder's algebraic expression 

for the spanwise thermal eddy diffusivity. Comparison of the present results with the existing DNS data for wall-normal 
heat transfer in a channel uniformly heated wall suggested that spanwise heat transfer and wall-normal heat transfer are 
similar in both of the averaged feature of turbulent heat flux budget and instantaneous heat transfer mechanism. 

1. INTRODUCTION 

Spanwise or circumferential transfer of heat and mass in 
wall turbulent flows plays an important roll in many 
practical applications. Therefore, several experimental 
studies were performed for spanwise turbulent heat 
transfer[l-5], and some closure expressions were 
proposed for the spanwise turbulent heat flux or the 
spanwise thermal eddy diffusivity[3, 6, 7]. Early 
contributions to this topic were made by Black and 
Sparrow[l] and Quarmby and Quirk[2]. They studied 
experimentally non-axisymmetric transfer of passive 
scalar quantities in a circular pipe, and reported that the 
circumferential eddy diffusivities of heat and mass are 
much larger than their wall-normal counterparts in the 
vicinity of the wall. Maekawa and his colleagues[3-5] 
performed a series of experimental studies in an air flow 
turbulent boundary layer where the main-stream 
temperature was controlled to vary linearly in the 
spanwise direction. They measured distributions of 
spanwise thermal eddy diffusivity and related turbulence 
statistics across the boundary layer and drawn 
conclusions similar to those reported by previous 
workers. These experimental studies contributed to 
clarifying some fundamental aspects of spanwise heat 
transfer. However, quantitative accuracy of the existing 
experimental data is not still high enough to test the 
prediction performance of the existing turbulence 
models. For example, the distribution of spanwise 
thermal eddy diffusivity reported by Quarmby and 
Quirk[2] shows extremely wide scatter, and insufficient 

accuracy of the experimental data was thus suggested. 
In the present study, direct numerical simulation 

(DNS) was performed for a turbulent channel flow 
having linear spanwise non-uniformity of time-mean 
fluid temperature equal to the spanwise variation of wall 
temperature. This flow system is somewhat artificial 
but offers a good arena for the discussion of the detailed 
features of spanwise heat transfer. The computational 
results for four cases of different values of Prandtl 
number are discussed in comparison with the 
experimental data for spanwise turbulent heat transfer 
and the DNS data for an ordinary wall-normal heat 
transfer in a channel with uniform wall heating. 

2. COMPUTATIONAL METHOD 

The computational domain and coordinate system 
presently used are shown in Fig. 1. The streamwise, 
wall-normal and spanwise coordinates are denoted by x, 
y and z, respectively. Velocity components along x-, y- 

Fig. 1 Computational domain and coordinate system. 
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and z-directions are designated by U, V and W, 
respectively. The wall temperature, Tw, is assumed to 

be uniform in the streamwise direction but to vary 
linearly in the spanwise direction. The flow and thermal 
fields are assumed to be fully developed. In this 
situation, the time-mean fluid temperature, <T>, is 
uniform in the x- and y- directions but has a linear 
spanwise gradient equal to dTw/dz. The working fluid is 

assumed to be a Newtonian fluid with constant 
properties. Temperature is treated as a passive scalar. 
The continuity, NavierrStokes and energy equations used 
in the simulation are described, respectively, as 

V-V+=0, (1) 

— + (V+-V)V+=-VP++—V2V+f, (2) 
at* Re 

—+(V+-V)9"=^Vv20*-W+, (3) 

(4) 

(5) 

(6) 

(7) 

Of RePr 

where variables are non-dimensionalized as 

t*=tUT/<5, 

V+=V/UT, 

P+=P/( pVz
2), 

0*=0/((5dTw/dz). 

A constant pressure gradient is provided to drive the 
channel flow, and its non-dimensional form corresponds 
to the last term on the right hand side of equation (2), i. 
The temperature, T, is decomposed into the wall 
temperature, Tw, and its deviation from Tw, ©. The 

last term on the right hand side of equation (3), -W+, 
appears due to this decomposition. It is equivalent to 
-W+d<T>/dz*, where d<T*>/dz* is equal to unity under 
the present manner of normalization. 

Spatial periodicity was assumed in describing the 
boundary conditions for the solved quantities at the 
inlet, outlet and side boundaries of the computational 
domain. On the wall, pressure was computed using the 
compatibility condition 

3P+     1   d2V+ 

ay 
(8) 

Re dy'2 

derived from equation (2). The temperature fluctuation 
on the wall was fixed at zero as was done in the existing 
DNS performed by Kasagi and Ohtsubo[8] and Kim and 

Moin[9]. 
Fourth-order finite differencing is used for the 

discretization of all the spatial derivatives appearing in 
the equations (2) and (3). The finite differencing of the 
convection term in the Navier-Stokes equation is made 
following the consistent scheme developed by 
KajishimaflO] and Suzuki and Kawamura[ll] with a 
modification to secure fourth-order accuracy. In the time 
integration of the resulting equations, the pressure terms 
are implicitly treated, and the other terms are evaluated 

by means of the Adams Bashforth method[12]. The 
Poisson equation derived from equations (1) and (2) is 
solved for the pressure. In the derivation of the Poisson 
equation, the continuity condition (1) was applied for 
the latest velocity components as was done in the 
fractional step method and in the MAC (Marker and 
Cell) method[13]. 

The initial value of the streamwise velocity was 
set by superimposing random fluctuation on the time- 
mean part obeying the wall law. Initial values of the 
other velocity components, pressure and temperature 
were all set to be zero. The computation was proceeded 
observing the first and second moments of the dependent 
variables. After the effect of artificial setting of the 
initial values fully vanished, ensemble averaging of the 
quantities was performed with respect to time and space. 
All the computed values of each quantity at every grid 
points in a plane at equal distance from the wall was 
counted in the averaging. The turbulence statistics 
obtained by this averaging are denoted with an over bar 

( ) in the following discussion. 

The adopted computational conditions are listed 
in Table 1. The Prandtl number, Pr, is changed in four 
steps from 0.1 to 1.5 keeping the Reynolds number, 
Re(=U- ö/v), constant at 150. Grid points of the total 

number of 64x61x64 are allocated in the computational 
domain finely in the neighborhood of the wall. A 
smaller value of the time step is required for the case of 
Pr=0.1 to suppress the numerical instability more likely 
to occur for lower values of Pr. 

3. RESULTS AND DISCUSSION 

3.1 Flow field 

The calculated flow field results are compared with the 
DNS database presented by Kasagi et al. for a turbulent 
channel flow of Re=150[14]. In the DNS of Kasagi et 

Table 1 Computational condition. 

Author Present Kasagi et al. 

Re 150 150 

Pr 0.1,0.3,0.71,1.5 - 

Wo 7.85 15.7 

W<5 3.14 6.28 

Grid number 64x61x64 128x96x128 

Ax+ 18.4 18.4 

Ay+ 1.03-9.51 0.08-4.9 

Az+ 7.36 7.36 

An 0.03 for Pr=0.1 
0.06 for others 

0.12 

Averaging 
time span 

3450 v /V; 4400 v /U2 

1 
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al., spectral method is used for the discretization of basic 
equations, and the grid resolution is finer than the 
present value as shown in Table 1. In Figs 2-4, the 
distributions of mean velocity, Reynolds shear stress 
and rms values of velocity fluctuations presently 
obtained are shown with DNS data obtained by Kasagi 
et al. for the same Reynolds number. In these figures, 
y+ is the non-dimensional distance from the wall, 

yU xl o , and y+=150 corresponds to the channel center. 
Good agreement is found between the present results and 
the values taken from the DNS database by Kasagi et al. 
Slight discrepancy found between them suggests the 
possibility of the insufficient grid resolution of the 
present simulation. However, this discrepancy is small 
and it does not seriously degrade the following 
discussion of low-order turbulence statistical quantities. 

20 

10 

—i—i—. i ' i'' i 

o    Present 
-    Kasagi et al 

Fig. 2 Distribution of mean velocity. 

3.2 Comparison with existing experimental 
data 

In the flow system under discussion, non-zero 
component of turbulent heat flux is only the spanwise 

one, WO . Since the spanwise gradient of time-mean 

temperature, d<T>/dz, is uniform throughout the flow 

field, distributions of we and the corresponding thermal 
eddy diffusivity, £ hz, are completely similar in shape. 

In Fig. 5, the calculated values of £ hz for the case of 
Pr=0.71 and the kinematic eddy viscosity, £ m are 

compared with experimental data for an air flow 
turbulent boundary layer reported by Maekawa et al.[3]. 

>0.8 
O    Present 
-    Kasagi et al. 

Fig. 3 Distribution of Reynolds shear stress. 
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At the streamwise station where measured quantities are 
obtained, the Reynolds number based on UT and the 
boundary layer thickness is 770 and it is about five 
times larger than the value of Re of the present study. In 
Fig. 5, friction velocity is used as the velocity scale, 
and the channel half width or boundary layer thickness 
as the length scale in the non-dimensionalization. 
Despite of large difference of Reynolds number, 
following points are commonly observed in the 
calculated and measured values. (1) £ ^z and £ m take 

peaks at almost the same position. (2) a j,z is larger 

than £ m over the channel width or boundary layer 

thickness, and the peak value of the former is about 1.5 
times larger than that of the latter. 

In Fig. 6, comparison is made again for £ m and 

£ hz but in an alternative way of non-dimensionalization, 

£ jj v and £ hz/ y. These non-dimensional forms are 

suitable for observing the asymptotic behavior of £ m 

and £ hz toward the wall. In the vicinity of the wall, i.e. 

in the region of y+<30, the calculated and measured 
values of £ m show similar trend of variation to each 
other but quantitatively speaking remarkable discrepancy 
is found between both values of £ hz. Near-wall 
behavior of the measured values of £ hz is somewhat 
strange in a sense that it is considerably large even in 
the viscous sublayer, suggesting serious inaccuracy of 
the experimental data contained in the near-wall region. 

3.3 Prandtl number effects 

Figure 7 shows the distributions of £ j,2 for various 

values of Prandtl number. Each distribution of £ j,z has 

a mild peak around y+=70. There exists only a small 
difference between the distributions of £ j,z for the two 
cases of Pr=1.5 and Pr=0.71. However, when Pr is 
smaller than 0.71, £ hz shows remarkable reduction 
with a decrease of Pr. As described later, these features 
of £ hz reflect the characteristics in the budget of w# . 

In liquid metal turbulence, it is well known that 
the wall-normal thermal eddy diffusivity,  s hy, is much 

smaller than that for fluids with Pr close to unity[8, 15- 
19]. According to Azer and Chao[15], temperature 
fluctuation induced in low Prandtl number turbulence 
rapidly decays due to large thermal diffusivity of the 
fluid. Additionally, it is also known that the change of 
£ hy as well as that of £ hz is not significant for the 

change of Pr exceeding its critical value[9, 20]. 
Therefore, the dependency of £ hy and that of £ hz on 
the value of Pr are very similar to each other. 

In Fig. 8, comparison is made between the two 

kinds of correlation coefficients, Qw# and Qv#. The 
latter is the DNS data calculated by Kim and Moin for 
the case of uniform wall heating at Re=180[9]. While 
the value of Qv Q takes zero at the channel center, the 
value of Qw Q is almost constant over the whole width 

of the channel. However, in the region of y+<100, Qw g 

and Qv g are roughly equal to each other for the same 

value of Pr, and both of them increase slightly with the 
decrease of Pr. 

As observed in Fig. 9, the temperature variance, 

$, reduces as Pr is decreased. The reduction of tf 

arises partly from the decrease in the production rate, 

- wg d<T>/dz. However, this effect is not major for Pr 

larger than 0.71 since wg is not substantially affected 

by the value of Pr in this range of Pr. Another 
possibility is the Prandtl number effect on the 
dissipation time scale of temperature fluctuation, x Q . 
Figure 10 shows the distribution of the time scale ratio, 
Tj/t for four different values of Pr, where x is the 

dissipation time scale of velocity fluctuation. As 

> 0.2 

aPr = 1.5 
. 0^ = 0.71 

A Pr = 0.3 
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Fig.    7   Distributions   of   spanwise   thermal   eddy 
diffusivity [25]. 
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Fig. 10 Distributions of time scale ratio [25]. 

10 

w 

w 

S-.9   6- 

50 100 150 

Fig. 11 Distributions of eddy diffusivity ratio [25]. 

indicated in the figure, time scale of temperature 
fluctuation becomes smaller with decrease of Pr. The 
result of Kasagi and Ohtsubo[8] for the case of heat 
transfer from uniformly heated walls is also plotted in 
Fig. 10. The temperature fluctuation is assumed to be 
zero at the wall in both computations. Thus, Taylor 
expansion of 0 in respect to y=0 yields the relation of 

8 cc y in the region very close to the wall. Similarly, 
in the same region u cc y, v cc y2 and w cc y are 
obtained using continuity condition. From these 
relations, x Q IX are theoretically deduced to 
asymptotically approach the value equal to Pr at 
positions very close to the wall, namely 

x elx -^Pr asy+-*0. (9) 
This is actually confirmed in Fig. 10. 

Launder[6] examined the behavior of the eddy 
diffusivity ratio, e hz / £ hy, assuming that the spanwise 

and wall-normal components of turbulent heat flux, wg 

and \0 are in the local equilibrium and that related 

fluctuations, v, w, 6 are of the local isotropy. Due to 
these assumptions, the pressure-temperature gradient 
correlation (P-TG) becomes a solitary term balancing 

with the production term in the budget of either of w# 

and v0 . As described later, this is confirmed to nearly 

hold in the case of Pr larger than 0.71 but does not hold 
for smaller values of Pr. This point will be discussed 
later in this section. Launder[6] approximated P-TG 
term so as to be proportional to the corresponding 
turbulent heat flux and derived 

£ hz/ ' hy = w2 /v2 (10) 

Here, w2 and v2 are the spanwise and wall-normal 
components of the Reynolds normal stress, respectively. 
Figure 11 shows the eddy diffusivity ratio, £ hz/ s hy, 
for the two cases of Pr=0.1 and Pr=0.71, where the data 
of £ ny is quoted from the DNS result presented by Kim 

and Moin[9]. The Reynolds number of the flow 
calculated by Kim and Moin is 180 and is slightly larger 
than the counterpart of the present study. The Reynolds 
normal stress ratio, w2/v2, is also plotted in the 

figure. The distribution of w2/v2 indicates that w2 

decreases more gradually than v2 when approaching the 
wall. In the near-wall region, the value of £ j,z/ £ hy 
depends on Pr and becomes smaller when Pr is 
decreased. However, in these Prandtl numbers, there is a 
rough similarity between the distributions of s hZ/ £ hy 

and the distribution of w2 / v2. It is thus suggested that 
equation (10) approximately holds for the studied values 
ofPr. 

Rogers et al. [7] performed the DNS of 
homogeneous turbulent shear flow with mean 
temperature gradients in each of the three orthogonal 
directions. In their simulation, periodicity condition of 
the flow and thermal fields was used for all the three 
directions, and decaying process of turbulence was 
obtained. In their result, the ratio of the spanwise and 
lateral components of thermal eddy diffusivity changes 
in  time but  asymptotically approaches the constant 
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value of approximately 1.6. This result almost agrees 
with the present result of £ hz/ E hy in the central part of 

the channel y+>100. Wang et al. [21] studied three- 
dimensional momentum diffusivity in a film cooling 
test surface and found that spanwise component of 
kinematic eddy viscosity takes larger value than its wall- 
normal component. This may imply that eddy viscosity 
ratio between spanwise and wall-normal components 
show the same trend as £ hz/ s hy. But, clear conclusion 

on the dependency of eddy viscosity ratio on the distance 
from the wall can not be drawn from the experimental 
data by Wang et al. because wide scatter of the measured 
values is contained in the distribution of the measured 

values. 
In the case of the present study, the transport 

equation of we can be written as 

Pr / ox? dxt dz+ 

Production Dissipation 

3  (TTZV   +30* 
ay

+ 

Turbulent 
diffusion 

Pressure temperature- 
gradient correlation 

dy+ 

.*** ff +— wT 

By*     Pr      ay+ 

Molecular diffusion 

(11) 

Figure 12 shows the computed magnitude of each term 

of equation (11) with the numerical residual of the 
equation. Since temperature is considered to be a passive 

scalar in this study, theoretically w2 and production rate 

of we do not depend on Pr. Slight discrepancy found 

between the production rate obtained for Pr=0.1 and the 
counterpart of other cases arises from the fact that the 
calculated flow field for Pr=0.1 is not identical to the 
results of other cases due to different value of time step 
used for Pr=0.1. The following three features are 
commonly observed for all the studied cases of different 
Pr values. (1) Over the whole channel width except in 

the viscous sublayer (y+<5), major terms of we budget 

are the production rate, the pressure-temperature gradient 

correlation (P-TG) and the dissipation rate, and we is 

thus nearly in the local equilibrium as Launder assumed 
in deriving equation (10). (2) The turbulent diffusion 
takes a mild peak around y+=10, but its peak value is 
very small compared with the production rate over the 
whole channel width. (3) In the viscous sublayer, 
molecular diffusion and dissipation rate balance with 

each other. 
As shown in Fig. 12, P-TG and dissipation rate 

have a sign opposite to the production term, and are 
supposed to be major terms suppressing excessive 
growth of turbulent heat flux. The term destruction is 
used to denote these processes. In all the cases, the 
dissipation rate is a dominant term of the total 

destruction of we in the region of y+<10. In the 

remaining region, P-TG and the dissipation are 
competitive processes for the destruction, and their 
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Fig. 12 Budgets of spanwise turbulent heat flux [25]. 
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contributions to the total destruction vary with the 
change of Pr. In this region P-TG is distinctively larger 
than the dissipation rate for both cases of Pr=1.5 and 
Pr=0.71, which matches the Launder's assumption of 
local isotropy used in deriving equation (10). Since P- 
TG corresponds to the destruction through the turbulent 
mixing, it should be almost independent of Pr. This is 

consistent with the aforementioned feature of we that 

its dependency on Pr is weak for Pr larger than 0.71. 
The contribution of the dissipation rate to the total 
destruction becomes Jarger with decreasing Pr, and 
becomes dominant over the whole channel width in the 
case of Pr=0.1. A similar trend was also reported by 
Kawamura[20] for the dissipation rate of wall-normal 
turbulent heat flux. Therefore, in low values of Pr local 
isotropy assumed by Launder does not hold for both 

we and V0 though equation (10) still gives good 

prediction. At the low values of Pr, the total destruction 
including the dissipation should follow the Launder's 
approximation originally made for P-TG, namely the 
total destruction should be roughly proportional to the 
corresponding turbulent heat flux. According to the 
discussion by Iida and Kasagi[20], the wave number 
range where the turbulent heat flux is dissipated shifts to 
the lower side with the decrease of Pr. This should lead 
to the shortening of life span of turbulent heat flux and 
thus to the decrease of the time scale of turbulent heat 

flux. This effect would cause the reduction of we 

observed in the present computation. 

3.4 Production and destruction of spanwise 
turbulent heat flux in instantaneous field 

In Fig. 13, three-dimensional display of low-pressure 
regions of p+ Ss -3.0 is given by white blobs in the 
lower half of the computational domain having the 
volume of 1177.5x150x471 (wall units)3. Low- 
pressure regions appear intermittently in space and some 
of them are elongated in x-direction. Figure 14 shows 
instantaneous velocity vector map in a y-z plain whose 
streamwise position is indicated in Fig. 13. In Fig. 14, 
corresponding pressure field calculated at the same 
instant is also shown by the change of gray tone level. 
Appearance of vortical fluid motion is observed at 
several locations in the velocity vector map, and their 
locations correspond well to the low-pressure region. In 
high-pressure regions, divergence-like fluid motion in 
the y-z plain appears, and streamwise velocity 
fluctuation, u should be decelerated. This suggests that 
energy transfer from u to v and that from u to w are 
statistically major processes in energy redistributions 

[14). 
Discussion for the instantaneous process of 

Fig. 13 Three dimensional display of low pressure 

region: white blobs, p+ ^ -3.0. 

generating the spanwise turbulent heat flux is now made 
for the case of Pr=0.71. For this purpose, magnitude of 
each term in the transport equation of spanwise 
turbulent heat flux was studied at the same instant and 
in the same y-z plain as the ones discussed in Figures 
13 and 14. In Fig. 15, for example, the distribution of 
the production rate, -w+2d<T*>/dz+, is shown. In the 
figure, positions of low- and high-pressure regions are 
indicated by the letters "L" and "H". Since d<T*>/dz+ is 
equal to a positive constant 1/Re everywhere, 
instantaneous value of the production rate is negative 
everywhere in the channel or negative value of 

production contributes positively for generation of we . 

The production rate takes large negative values around 
upper and lower edges of the low-pressure regions where 
spanwise fluid motion is conspicuous due to the vortical 
fluid motion sitting in the low pressure region. High 
values of the production rate also appears around some 
parts of the high-pressure regions where spanwise 
velocity component also appears related to the 
divergence-like fluid motion mentioned above. 

Instantaneous distribution of the dissipation rate 

of we is shown in Fig. 16. Comparison of the 

distribution of the production rate with that of the 
dissipation rate reveals that positive value of the 
dissipation rate, i.e. destruction of turbulent heat flux, is 
located near the region where high negative value of the 

production rate is observed. 
Instantaneous distribution of P-TG term is also 

shown in Fig. 17. The regions of positive P-TG, where 
the turbulent heat flux is destructed through turbulent 
mixing, are situated well at the low-pressure regions. 
This suggests that vortical fluid motion occurring in the 
low-pressure region plays an important roll not only for 
the production but also for the destruction of spanwise 
turbulent heat flux. On the other hand, in high-pressure 
regions, there is no clear distinction of the sign of P- 

TG. 
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Fig. 14 Instantaneous velocity vectors and pressure 
fluctuation: gray to black, p+ = 0 to 3.0; gray to white, 
p+ = 0 to -3.0. 
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Fig.    15    Production   for    we:    gray   to   white, 

-w+2d<r>/dz+ = 0to-0.02. 

Fig. 16 Dissipation for we : gray to black, 

-(l + l/POawVdx^eVax* =0 to O.Ol; gray to white, 

-(l + l/Pr)dw7dx;o67dx* =0 to -0.01. 

Fig. 17 P-TG for we : gray to black, p+d673z+ = 0 to 

0.02; gray to white, p+d6* /dz+ = 0 to -0.02. 

Generation of temperature gradient in low- 
pressure region is schematically illustrated in Fig. 18. 
Clockwisely rotating vortex produces positive spanwise 
velocity in its upper edge region and negative spanwise 
velocity in its lower edge region. Each is assumed to be 
correlated respectively with negative and positive 
temperature fluctuation as is shown in the figure. These 
regions are entrained into the vortex and negative value 

w < o e > o 
Fig. 18 Temperature gradient generation in a low- 
pressure region. 

of spanwise temperature gradient is generated inside the 
vortex. This results in the positive correlation between 
the pressure fluctuation, which corresponds to the 
destruction of the spanwise turbulent heat flux due to 
the turbulent mixing. In Fig. 14, popularity of the 
clockwisely rotating vortex is observed to be much 
higher than the popularity of anti-clockwisely rotating 
vortex in low-pressure regions. But, statistically 
vortices of different rotating directions have the same 
popularity [23], and anti-clockwisely rotating vortex 
should also contribute destructing the turbulent heat flux 
in the same mechanism. Discussion for wall-normal 
heat transfer by Iida and Kasagi [24] suggests that 
destruction of spanwise turbulent heat flux and that of 
wall-normal component proceed in a similar manner. 

4. CONCLUSIONS 

Direct numerical simulation(DNS) was performed for 
the simple case of spanwise heat transfer in wall 
turbulence, namely a turbulent channel flow with a 
linear spanwise non-uniformity of time mean fluid 
temperature equal to the non-uniformity of the wall 
temperature. The present results for Prandtl number, Pr, 
ranging from 0.1 to 1.5 were compared with the 
existing DNS data for ordinary two-dimensional heat 
transfer in a channel flow with uniform wall heating. 
The following conclusions are derived. 
(1) The spatial variation of the calculated spanwise 
thermal eddy diffusivity, £ j^, generally agrees with 

experimental result by Maekawa et al. However, there is 
quantitatively wide discrepancy between the calculated 
and measured values of e hz in the vicinity of the wall. 
(2) The spanwise thermal eddy diffusivity, £ hz, shows 

remarkable reduction with decreasing of Pr. This 
reduction of e h2 is quite similar to the behavior of the 

wall-normal thermal eddy diffusivity, £ hy, in a channel 

flow with uniformly heated walls. 

1-30 



(3) The eddy diffusivity ratio e hz/ £ hy is almost 

uniform away from the wall, but it changes steeply in 
the near-wall region. The distribution of £ hz/ £ hy for 

both Pr=0.71 and Pr=0.1 roughly agrees with the 
distribution of the Reynolds normal stress ratio, 

w2 /v2. Therefore, the proposition of Launder 

g hz/ £ hy = w2 /v2 nearly holds in a wide range of Pr. 

(4) Since the Reynolds number treated in the present 
computation is comparatively low, not only the 
pressure-temperature gradient correlation (P-TG) but also 

the dissipation take part in the destruction of we . The 

contribution of the dissipation to the total destruction 
increases as Pr decreases. This trend of the dissipation is 

similar to the counterpart of we previously reported in 

the case of uniform wall heating. 
(5) For the case of Pr=0.71, instantaneous value of each 
term included in the transport equation of spanwise 
turbulent heat flux was displayed in a y-z plain and 
discussed in comparison with corresponding velocity and 
pressure fields. It was found that low-pressure regions 
accompanied by vortical flow motion plays a key roll 
for destruction of spanwise turbulent heat flux through 
turbulent mixing, i.e. P-TG. Discussion by L'da and 
Kasagi suggested that there is similarity between 
destruction mechanisms of spanwise heat transfer and 
wall-normal heat transfer. 

NOMENCLATURE 

specific heat at constant pressure   [J/(KgK)] 
unit vector in x direction 
turbulent kinetic energy   [m2/s2] 
computational domain size in x and z 
directions    [m] 
pressure deviating from Px    [Pa] 
pressure component generating driving force 

[Pa]   =(pU2/<5)x+const. 

pressure fluctuation   [Pa] 
Prandtl number   = p Cp v IA 

correlation coefficient   = | <t>il> vty^^ 

Reynolds number   =U T ÖI v 
temperature    [K] 

time   [s] 
velocity vector   [m/s]   =(U, V, W) 

U, V, W:   velocities in x, y and z directions   [m/s] 
U T:   friction velocity    [m/s] 

u, v, w:    velocity fluctuation in x, y and z directions 
[m/s] 

x, y, z:   coordinates in streamwise, wall-normal and 
spanwise directions   [m] 

*-x> ~z 

P: 

P„: 

Pr: 

Qct> i>: 

Re: 
T: 
t: 

V: 

XJ:   coordinate in i-th direction; xl5 x2 and x3 denote 
x, y and z, respectively   [m] 

At:   time step   [s] 
Ax, Ay, Az:   grid spacings in x, y and z directions 

[m] 
<5:   channel half width    [m] 
£ :   dissipation rate of k   [m2/s3] 

£ hy:   wall-normal thermal eddy diffusivity    [m2/s] 

£ h2:   spanwise thermal eddy diffusivity   [m2/s] 

=-w0/(d<T>/dz) 

e m:   kinematic eddy viscosity     [m2/s] 

=-~üv/(d~Ü7dy) 
£ Q :   dissipation rate of ö2    [K2/s] 

©:   temperature deviating from Tw   [K] 

6:   temperature fluctuation   [K] 
A:   thermal conductivity   [W/(mK)] 
v:   kinematic viscosity    [m2/s] 
p:   density   [Kg/m3] 

T:   dissipation time scale of velocity fluctuation 

[s]   =k/e 
T e:   dissipation time scale of temperature 

fluctuation    [s]   = ö2 / £ Q 

Superscripts and subscripts 
(   y :    non-dimensionalization with U z, v and p 
(   )*:   non-dimensionalization with U T, <5 and 

dTw/dz 

( ):   ensemble average 

(   )w=   Wall 
Miscellaneous 

V:    nabla   =(d/dx\ d/dy\ dldz') 

< >:   time mean 
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ABSTRACT 

The purposes of the present article are to remind practitioners why the usual textbook approaches may not be 
appropriate for treating gas flows heated from the surface with "large" heat fluxes and to review the successes of some 
recent applications of turbulence models to this case. Simulations from various turbulence models have been assessed 
by comparison to the measurements of internal mean velocity and temperature distributions by Shehata for turbulent, 
laminarizing and intermediate flows with significant gas property variation. Of about fifteen models considered, five 
were judged to provide adequate predictions. 

1.    INTRODUCTION 

Gas cooling of heated surfaces offers the advantages of 
inherent safety, environmental acceptability, chemical 
inertness, high thermal efficiency and a high 
temperature working fluid for electrical energy 
generation and process heating. Consequently, helium 
and other gas systems are considered as coolants for 
advanced power reactors, both fission and fusion. 
Cooling of a gas is important in gas turbine engine and 
rocket propulsion systems. These applications have in 
common turbulent flow with significant gas 
temperature variation along and/or across the cooling 
channels. 

The purposes of the present article are (1) to 
remind practitioners why the usual textbook approaches 
may not be appropriate for treating gas flows heated 
from the surface with "large" heat fluxes and (2) to 
review the successes (and failures) of some recent 
applications of turbulence models to this case. Some 
observations will also be pertinent to cooling of a gas 
as well. The main message is one of caution to thermal 
engineers, even for apparently simple cases. 

There are enough effects induced by large heat 
fluxes so that, to concentrate on them and avoid further 
complications, this paper considers only steady state 
conditions in a simple geometry: the classical 
axisymmetric circular tube. The heated region is 
preceded by a flow development region which yields an 
approximately fully-developed turbulent velocity 
profile; heating is then by an approximately uniform 
wall flux, as from electrical resistance heating. No 
internal energy generation is treated. The case is further 
constrained to small tubes, low densities and/or 
microgravity applications so buoyancy effects are not 
important; that is, the situation represents dominant 
forced convection. As a first warning, Figure 1 
demonstrates the dangers of blind application of 
recommended "general purpose," commercial computer 
codes for this limited case (a version of a popular 
commercial code has been used on a typical engineer's 
work station). 
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Figure 1 Numerical prediction from commercial 
general-purpose CTFD code, at conditions of Shehata's 

Run 635, compared to his measurements. 

For a summary of Western studies to about 
1982 on the effects of property variation on turbulent 
and laminar internal gas flows, the reader is referred to 
an earlier review by McEIigot [1986]. While not all- 
inclusive and concentrating primarily on forced 
convection, this review can provide a useful 
introduction to the subject The present study does not 
consider particle-laden gas flows; for studies of this 
promising technique, the reader is referred to the review 
of Hasegawa, Echigo and Shimizu [1986]. Reviews of 
mixed convection in vertical tubes are presented by 
Jackson and coworkers [Jackson, Cotton and Axcell, 
1989; Cotton and Kerwin, 1995]. Useful reviews of 
the status of numerical prediction techniques for 
turbulent flows have been published by Nagano and 
Shimada [1995] and Iacovides and Launder [1995]. 
Nagano and Shimada relate modeling techniques to 
Direct Numerical Simulations (DNS) and their 
potential. Iacovides and Launder relate their study to 
applications for internal cooling passages of gas turbine 
blades, a complicated problem with some features of the 
present study; of particular interest is their conclusion 
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that "the first essential in modeling such flow is to 
adopt a low-Reynolds-number model for the sublayer 
region." The reader is referred to these reviews for 
general background on computational fluid dynamics 
(CFD), circa 1995. 

In our terminology, the viscous layer is 
operationally defined to include both the so-called 
"linear" layer, where molecular effects dominate, and the 
next region where molecular effects are still significant 
but not dominant. For unheated flows, these regions 
typically extend to y+ (= yU^/pl^/v) of about five 
and thirty, respectively. This usage follows that 
suggested by Bradshaw [1971]. Emphasis must often 
be centered on the viscous layer because it tends to 
provide the greatest uncertainty in predicting the 
convective thermal resistance [McEligot, 1986]. 

2.    CONSTANT PROPERTY LIMIT 

As will be seen later, simulations of some effects of 
strong heating of a gas involve the low-Reynolds- 
number turbulent range. In fact, Kawamura [1979] 
demonstrated nicely that adequate predictions of some 
phenomena with significant property variation were 
obtained when their results were also good in the low 
temperature-difference limit as the gas properties 
become effectively constant (his Figure 1). Therefore, 
it is appropriate that codes and their turbulence models 
be initially examined for fully-developed flow in a 
circular tube with the constant properties idealization 
to assess their capabilities to simulate low-Reynolds- 
number flows in the simplest case. In any event, most 
engineers would want both heat and momentum transfer 
to be handled adequately for constant properties before 
treating cases with property variation. 

McEligot, Ormand and H. C. Perkins [1966] 
showed by measurements that for common gases the 
Dittus-Boelter correlation [1930], with the coefficient 
taken as 0.021 [McAdams, 1954], is valid to within 
about five per cent for Pr = 0.7 and Reynolds numbers 
greater than about 2500. Thus, this correlation may be 
employed as a standard of comparison. 

Mikielewicz [1994] conducted simulations of 
the predictive capabilities of a range of turbulence 
models for fully-developed flow in a circular tube with 
uniform wall heat flux and the constant properties 
idealization; eleven models were considered. The 
Reynolds number range covered was 4000 < Re < 6 x 
104 and the Prandtl number used was 0.7, for air. His 
tabulated results are plotted in Figure 2. Based on his 
predictions for Nusselt number, several popular models 
could be immediately eliminated from further 
consideration. Some models do not even handle high- 
Reynolds-number flows well for heat transfer. Several 
k-e models designed for use at low Reynolds numbers 
also gave poor results. At Re = 5000, the Jones and 
Launder version is over thirty per cent high and 
predictions by Lam and Bremhorst and by Shih and Hsu 
are over fifteen per cent above the correlation. The only 
model considered which gave acceptable results was that 
of Launder and Sharma; their predictions fall within the 

estimated experimental uncertainty in the Nusselt 
number over the full range. 

Reasonable predictions have also been provided 
in the low-Reynolds-number range for this case by 
McEligot, Ormand and Perkins [1966], McEligot and 
Bankston [1969], Kawamura [1979], Torii et al. [1991], 
Ezato et al. [1997] and Nishimura and Fujii [Nishimura 
et al., 1997] and others. These calculations have 
covered a range of types of turbulence models, from 
modified mixing length approaches to a Reynolds stress 
model coupled to a two-equation model for heat transfer. 
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Figure 2. Simulations by Mikielewicz [1994] using 
various turbulence models (curve labeled KP is the 

Kurganov-Petukhov correlation). 

3.    EFFECTS OF LARGE HEAT FLUXES 

The effects of temperature on the transport properties of 
helium are presented in Figure 3. From the perfect gas 
"law", one recalls that the density also varies 
significantly ~ approximately inversely with the 
absolute temperature. These trends are typical of most 
common gases and of binary mixtures of gases; for the 
former, the Prandtl number is around 2/3 or 0.7, while 
for the latter in may be as low as 0.2 [McEligot, Taylor 
and Durst, 1977]. 
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Figure 3. Transport properties of helium. 

From Figure 3 it can be seen that the 
temperature dependencies of the viscosity and thermal 
conductivity can also be approximated by power laws 

M/Href=(T7rref)a and k/kref=(TA,ref)b 

for convenience in numerical predictions. 
We consider the idealization of a uniform wall 

heat flux for convenience in the presentation.  With 
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appropriate assumptions [McEligot, 1963], one can 
approximate the increase in bulk temperature along the 
tube as 

(Tb/Tin) =1+4 q+in (x/D) 

and the wall-to-bulk temperature difference as 

((Tw-Tb)/Tin) - q+inRel-aPrO-6/C 

The non-dimensional heating rate q+in = 
q"w/Gcp,inTin = q'wAcs/rncp^nTin evolves naturally 
from non-dimensionalizing the governing equations and 
boundary conditions in pipe flow with an imposed wall 
heat flux distribution [Bankston and McEligot, 1970]. 
Property effects come in via the (non-dimensional) 
exponents in the power law representations. With 
"large" heat fluxes (large q+), the resulting temperature 
range causes significant variation of the gas properties, 
invalidating the use of design relations such as the 
popular Dittus-Boelter correlation. 

If one defines the Reynolds number based on 
bulk fluid properties as Re = GD/nb = 4rh/(nDnb), 
then its value will continuously decrease as the axial 
distance increases with heating. The perfect gas 
approximation shows the bulk density likewise to 
decrease as x increases. From an integral continuity 
relationship for steady flow, rh = PbVbAcs» one sees 
the velocity increases in the streamwise direction. That 
is, the flow accelerates spatially. 

In strongly-heated, internal gas flows the 
pressure drop can be dominated by the induced 
acceleration as suggested by McEligot, Smith and 
Bankston [1970]. Assumptions and approximations 
involved are steady state, one-dimensional flow, 
constant cross section and low Mach number. The 
momentum equation then can be arranged in a non- 
dimensional form, 

-{2pxgcDh(dp/dx)/G2} -8q+
x + 4fxx + 2(Gr*x/Rex

2) 

where the subscript x indicates evaluation of properties 
at the local bulk temperature. The Grashof number 
appearing in the body force term is defined as Gr x = 

gD^/vx   and g is taken as directed opposite to the 
flow direction (he., upflow). 

Thus, general effects of strong heating of a gas 
are variation of the transport properties, reduction of 
density causing acceleration of the flow in the central 
core, and - in some cases - significant buoyancy forces. 
Growth of the internal thermal boundary layer leads to 
readjustment of any previously fully-developed turbulent 
momentum profile, i.e., no truly fully-established 
conditions are reached because the temperature rises - 
leading, in turn, to continuous axial and radial variation 
of properties such as the gas viscosity. For 
calculations, the property variation couples the 
momentum equation to the thermal energy equation so 
they must be solved "simultaneously." 

In an application such as the High Temperature 
Engineering Test Reactor (HTTR) in Japan, or reduction 
of flow scenarios in other plants, another complication 
arises. To obtain high outlet temperatures, design gas 
flow rates are kept relatively low. For example, at the 
exit of the HTTR cooling channels, the Reynolds 
number is about 3500. In this range, the heat transfer 
parameters may appear to correspond to turbulent flow 
or to laminar flow or to an intermediate behavior, 
depending on the heating rate [Bankston, 1970], with 
consequent differences in their magnitudes (Figure 4). If 
the designer is to have confidence in a CTFD code, its 
turbulence model must demonstrate the "proper" 
predictions in these conditions. The situation where 
laminar values are measured at Reynolds numbers 
typifying turbulent flow is called "laminarization" by 
some authors [Perkins, 1975]. Several authors have 
developed approximate criteria for laminarization by 
heating using graphical correlations of the heating rate 
as q+in{Rein) [McEligot, 1963; Fujii et al., 1991] as 
in Figure 5; these have been shown by McEligot, 
Coon and Perkins [1970] to correspond to an 
acceleration parameter, Kv = (v2/Vb)/(dVb/dx) = 
4q+in/Rein. which varies approximately as l/m^. 
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Figure 4. Measurements of Bankston [1965]. 
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Figure 5. Suggested laminarization criteria [Ezato et 
al., 1997]. 
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The difficulties in predicting wall temperatures 
and heat transfer parameters with strong heating and 
possible laminarization have been demonstrated 
strikingly by the data of Coon [McEligot, Coon and 
Perkins, 1970] and of Bankston [McEligot and 
Bankston, 1969]. Some of Bankston's measurements 
are shown in Figure 4 along with one attempt to match 
the data with a simple turbulence model. In this figure, 
the development is from right to left due to the axial 
variation of Reynolds number due to the heating; the 
dashed lines represent accepted empirical correlations for 
fully-established laminar and turbulent conditions with 
constant gas properties. One sees the local Stanton 
numbers decrease below the turbulent correlation for his 
runs 103 and 106 and then converge towards it 
downstream (as Tw/Tb approaches unity). For his run 
131 the laminar prediction is approached at local 
Reynolds numbers near 4000. 

4.    RELATED WORK 

Most of the early data for gas heating with significant 
property variation were obtained with circular tubes of 
small diameters so forced convection dominated 
[McEligot, 1986]. With test sections typically less 
than thirteen mm (D < 1/2 inch) probes could not be 
inserted for useful profile measurements and, therefore, 
the experiments could only provide integral wall 
parameters, such as local heat transfer coefficients and 
friction coefficients. These data gave initial tests of 
turbulence models accounting for temperature-dependent 
transport properties, as demonstrated by McEligot and 
Bankston [1969], Bankston and McEligot [1970] and 
Kawamura [1979]. For quasi-developed turbulent flow, 
experimental results were typified by the empirical 
correlations of McEligot, Magee and Leppert [1965], 

0.8 P..0.4, Nub - 0.021 Reb
u-öPr^(Tw/Tb) -1/2 

and 

-0.1 
(fb/fcp) = (Tw^b> 

In later studies, approximate agreement with such 
correlations has been taken as indication of normal 
turbulent behavior with gas property variation. 

McEligot [1963] attempted to examine the 
effects of gas property variation in the laminar-to- 
turbulent transition region. He found conditions where 
the local Nusselt number diverged below the turbulent 
correlation shown above as the axial distance increased 
and the local Reynolds number thereby decreased. An 
approximate correlation for this transition was deduced. 
McEligot estimated flow regimes as turbulent, 
transitional or laminar based on agreement with the 
correlations; these studies might be considered to be the 
"discovery" of the process we now call laminarization 
by heating. Related measurements were obtained by 
Perkins and Worsoe-Schmidt [1965] and Bankston 
[1965] at higher temperature ratios during the same time 
period.   Bankston [1966] pointed out that, for the 

transition or "reverse transition" regime, calculations of 
the acceleration parameter Kv gave values in the range 
that Kline et al. [1967] found corresponded to 
laminarizing conditions in unheated turbulent boundary 
layers. 

Since the 1960s, measurements with larger test 
sections have been conducted by Hall and Jackson and 
colleagues at the University of Manchester to examine 
effects introduced by buoyancy forces aligned with or 
opposing the flow [Jackson, Cotton and Axcell, 1989]. 
These studies have led to criteria for significant 
buoyancy effects in turbulent flow. 

By comparison to the thermal entry 
measurements of Perkins and Worsoe-Schmidt, of 
McEligot, Magee and Leppert and of Petukhov, Kirillov 
and Maidanik, Bankston and McEligot [1970] were able 
to examine the application of eleven algebraic 
turbulence models for high-Reynolds-number turbulent 
gas flows with properties varying strongly in both axial 
and radial directions. Best agreement was found with a 
van Driest mixing length model with the exponential 
term evaluated with wall properties, 

r= 0.4y[l - exp{-yw
+/A+}] 

where    yw +    is   defined    unambiguously   as 

y(gcTw/Pw) A*w and A+ was taken as 26, as by van 
Driest. To accommodate low-Reynolds-number 
turbulent and laminarizing flows, McEligot and 
Bankston [1969] modified this model (described by 
Shehata and McEligot [1998]). This modification was 
developed by comparison to integral quantities, such as 
the local Stanton number, since internal profile 
measurements were not then available for guidance. 

Most recent work on the topic of 
laminarization by heating has been conducted in Japan. 
Measurements of local heat transfer coefficients and 
friction factors for transitional and laminarizing flows 
have been obtained by Ogawa et al. [1982] and Ogawa 
and Kawamura [1986] with circular tubes. Local 
Nusselt numbers were measured for annuli by Fujii et 
al. [1991] and Torii et al. [1991]. The first investigator 
to succeed in applying an advanced turbulence model to 
laminarization by heating apparently was Kawamura 
[1979]. He concluded that a modified k-kL model gave 
good agreement with the experiments. Fujii et al. 
[1991] employed three types of turbulence models for 
comparisons to their measurements of strongly-heated 
turbulent gas flow in an annulus. Torii et al. [1991] 
and Torii and Yang [1997] applied modified k-e models 
for predicting streamwise variation of heat transfer 
parameters in low-Reynolds-number turbulent and 
laminarizing flows in circular tubes and annuli. Torii 
et al. [1993] also attempted to apply the Reynolds-stress 
model of Launder and Shima to St[Rej data for a 
circular tube; they concluded that predictions were 
comparatively poor in the range of turbulent-to-laminar 
transition. 

Since the flows are typically at low Reynolds 
numbers, it would appear that DNS techniques [Nagano 
and Shimada, 1995] would be ideal to predict situations 
such as laminarization induced by strong heating of a 
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gas. While Satake and Kunugi in Japan have been 
developing a DNS code for circular tubes for this 
purpose, results do not yet appear to be available with 
strong property variation. However, for the comparable 
quasi-developed problem in a two-dimensional channel, 
Dailey and Pletcher [1998] obtained successful Large 
Eddy Simulations (LES) employing a Smagorinsky 
subgrid-scale model with van Driest damping at the 
walls. 

Turbulence models have generally been 
developed for conditions approximating the constant 
properties idealization. The few "advanced" turbulence 
models applied for high heating rates [Kawamura, 1979; 
Fujii et al., 1991; Torii et al., 1993; Torii and Yang, 
1997] were developed without the benefit of velocity 
and temperature distributions in strongly-heated, 
dominant forced flow for guidance or testing. Thus, it 
is not certain whether the agreement with wall 
temperature data for moderate and strong wall heat 
fluxes, that was obtained in some cases with such 
models, was fortuitous or not. Before they can be 
applied with confidence to gas-cooled systems with high 
heat fluxes, predictions from turbulence models must be 
validated by comparison to careful measurements of the 
internal mean flow and thermal distributions for 
conditions with significant gas property variation. 

5.    MEASUREMENTS AVAILABLE 

For dominant forced convection with significant gas 
property variation in low Mach number flow of 
common gases through a circular tube, apparently the 
only published profile data available to guide (or test) 
the development of predictive turbulence models have 
been K. R. Perkins's and Shehata's measurements of 
mean temperature distributions [Perkins, 1975] and 
mean velocity distributions [Shehata and McEligot, 
1995] for this situation. Their careful measurements are 
now available to examine this problem and these can 
serve as the bases for evaluation of predictive 
techniques. Their experiments concentrated on three 
characteristic cases with gas property variation: 
turbulent, laminarizing and intermediate or 
"subturbulent" (as denoted by Perkins). To the 
authors's knowledge, the only numerical studies of 
"advanced" turbulence models for turbulent and 
laminarizing flows at high heating rates that utilized 
internal data have been those of Mikielewicz at 
Manchester and Ezato, Nishimura and Fujii in Japan 
recently. 

The experiments of Shehata (and of Perkins) 
were conducted using an open flow system 
incorporating a vertical, resistively-heated, circular test 
section exhausting directly to the atmosphere in the 
laboratory. The experiment was designed to provide an 
approximately uniform wall heat flux boundary 
condition in a tube for ascending air, entering with a 
fully-developed turbulent velocity profile at a uniform 
temperature. The heated length was kept relatively 
short to permit high heating rates with Inconel as the 
material while possibly approaching quasi-developed 
conditions. Small single wire probes were introduced 

through the open exit in order to obtain pointwise 
temperature and velocity measurements. In addition to 
the usual difficulties of hot wire anemometry, the 
temperature range of his experiment introduced 
additional problems such as radiation corrections; these 
difficulties, their solutions and related supporting 
measurements are described by Shehata [1984] and 
Shehata and McEligot [1995]. Inlet Reynolds numbers 
(Rein = 4rh/(nDu.in)) of approximately 6000 and 
4000 were employed and attention was concentrated on 
three heating rates chosen to give significant variation 
of properties for conditions of predominantly forced 
convection which were considered to be "turbulent," 
"intermediate," and "laminarizing," respectively (q+in = 
0.0018, 0.0035 and 0.0045). The runs are labeled 618, 
635 and 445 with the first digit identifying the inlet 
Reynolds number and the last two indicating the non- 
dimensional heating rate. 

The length of the test section was chosen to 
permit measurements through and beyond the normal 
thermal entry region while attaining significant 
transport property variation, as exemplified by Tw/Tb 
and Tw/Tj, with common materials and gas. Wall 
temperatures reached 840 K (1510 R), the maximum 
wall-to-bulk temperature ratio was about 1.9 and the 
Mach number was less than 0.013, indicating that 
compressibility effects would have been negligible. At 
the entrance the buoyancy parameter GTJRQ^ reached 
0.53 for the highest heating rate and lower Reynolds 
number; it then decreased as x/D increased. The 
maximum wall-to-inlet temperature ratio was about 2.7, 
indicating that gas properties such as viscosity varied by 
a factor of two in the test section. Exit bulk Reynolds 
numbers were above 3000 in all cases, corresponding to 
turbulent flow if the test section had been adiabatic. 

With the data of Perkins and of Shehata, 
detailed internal mean profiles for predominantly forced 
flow in a circular tube are now available for the 
following approximate conditions: 

Rein  q+in Temperature Velc 
8520 0.0010 X 
6020 0.0011 X 
6030 0.0018 X X 
6020 0.0035 X X 
6040 0.0045 X 
4260 0.0045 X X 
3760 0.0055 X 

Tabulations of these data and the boundary and initial 
conditions are available in the reports of Perkins [1975] 
and of Shehata and McEligot [1995]. From the graph 
of laminarization criteria by Fujii et al. [1991] as in 
Figure 5, one can see these measurements span a range 
from turbulent behavior at moderate heating rates to 
rapidly laminarizing flows. From those results further 
aspects of the development of the mean turbulence 
structure may also be deduced. For example, once one 
establishes agreement with measured U{y,x} and T{y,x} 
fields as in the next section, the distributions of e/v, 

l/rw, -ÜV, - Vt, etc.   - that are required for that 
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matching ~ may be considered to be indirectly deduced 
data [Shehata and McEIigot, 1995]. This approach 
could be thought to be an extension of the earlier 
technique of deducing eddy diffusivity profiles for 
simple fully-developed, adiabatic flows by fitting mean 
velocity profiles.    That is, by adjustment of the 
turbulent models which give -UV, -vt, etc., the 
velocity and temperature distributions have been fit. 
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Figure 6 Axial behavior of Reynolds shear stress 
profiles as deduced from velocity and temperature 
measurements via numerical diagnostic technique 

[Shehata and McEIigot, 1995]. 

The Reynolds shear stress or turbulent shear 
stress distributions, -pÜV, which are required in order 
to obtain agreement between predictions and 
measurements, are shown normalized by the local wall 
shear stress in Figure 6. For fully-developed, adiabatic 
turbulent flow the total shear stress, u.(3U/ 3y) - p UV, 
decreases linearly from the wall to the centerline. 
Therefore, across the viscous layer the normalized 

Reynolds stress increases from zero to approach the 
value for the total shear stress, as molecular effects 
become less important, and then follows this decreasing 
ramp-like function to zero at the centerline. For each of 
Shehata's runs, one can discern the beginning of this 
behavior in the adiabatic entry profile of -puv/x ,. 

With the significant heating of Runs 618 and 635, the 
deduced levels of these Reynolds stress profiles decrease 
from the entry to x/D = 3.2, the first heated profile. 
For the "turbulent" run (618), the normalized Reynolds 
stress settles to an approximately constant profile from 
x/D ~ 9 to 25 with slight variation. For the other two 
runs at higher heating rates, these profiles decrease to 
negligible values as the axial distance increases. For 
Run 445 the deduced reduction in the first few diameters 
is more severe than for Run 635; in a sense, Run 445 
laminarizes more quickly (as might be expected for 
lower Re- and higher q+-). 

6. SIMULATIONS WITH GAS PROPERTY 
VARIATION 

Mikielewicz [1994] examined eleven turbulence models 
developed for forced turbulent flow with the constant 
property idealization as discussed earlier. For fully- 
developed flow with constant properties at Reynolds 
numbers in the range 4000 < Re < 60,000, only the 
model by Launder and Sharma agreed with the Dittus- 
Boelter correlation for common gases (coefficient = 
0.021) within its estimated experimental uncertainty 
over the full range; several k-e models designed for 
low-Reynolds-number conditions gave poor agreement 

A number of turbulence models, developed for 
turbulent flows under conditions of uniform fluid 
properties, were applied by Mikielewicz for the 
purposes of simulating experiments with strongly- 
heated, variable property gas flows at low Reynolds 
numbers in a vertical circular tube [Shehata, 1984]. 
The selection of models included a mixing length 
model, eddy diffusivity models, a one-equation k model 
and two-equation models of k-e type with low- 
Reynolds-number treatments; this selection is 
representative of models which have been widely used 
but obviously is not all-inclusive. Thermal energy 
transport was modeled using a turbulent Prandtl number 
with its value held constant (0.9). 

To illustrate the predictions of integral heat 
transfer, Figure 7 presents the resulting wall 
temperature distributions for eight models for the three 
runs. For the thermal design engineer, these predictions 
are of key importance. In this figure the distance z/D is 
labeled from the start of the calculation, so the nominal 
start of heating (usually called x = 0) is at z/D = 14.8 
and the near-uniform wall heat flux range is in the 
region 20 < z/D < 41. The expected sharp rise of wall 
temperature after the abrupt increase in wall heat flux 
(near z/D = 15) is demonstrated by all the models. 

In Figure 7 the identification of the various 
models is via letter labels; the square symbols are the 
measurements from Shehata [1984]. For the lowest 
heating rate, "turbulent" Run 618, the trends from 
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model to model are approximately the same as for the 
results for fully-established heat transfer with constant 
properties that were presented in Figure 2; models 
which did not reproduce that condition well predict the 
behavior with property variation poorly as well. For 
the purpose of making quantitative comparisons, we 
examine the predictions at z/D = 40 where the wall 
temperature is highest 

50 

100- 

z/D 

Figure 7 Simulations by Mikielewicz [1994]. 

The wall-to-bulk temperature difference is 
underpredicted by over forty per cent in the worst case. 
The discrepancy is thirty per cent in the case of one 
"low-Reynolds-number" k-e model (SH), actually 
slightly worse than the "original" van Driest mixing 
length model. The low-Reynolds-number k-e models of 
Jones and Launder and of Lam and Bremhorst gave 
approximately the same results as the mixing length 
model. Forecasts within twenty per cent of the 
measured values were yielded by Michelassi, Rodi and 
Scheurer, by Chien and by Thangam, Abid and 
Speziale. The model of Launder and Sharma (LS) did 

slightly better with a conservative overprediction of 
about thirteen percent 

Comparisons in the cases of the two higher 
heating rates discriminate amongst the models further. 
In general, the models showing poor agreement at the 
lower heating rate remained poor. Numerical difficulties 
were experienced using a couple models when they were 
applied under conditions of strongly varying properties 
and no results were produced. The one-equation model 
(WA) underpredicted the temperature difference by fifty 
per cent or more for such conditions. There were some 
differences in relative rankings of the models as the 
heating rate was increased and Reynolds number 
decreased. The JL model improved relative to the CH 
and TAS low-Reynolds-number k-e models. At the 
lower Reynolds number, as one might expect, some of 
the low-Reynolds-number k-e models performed better 
in comparison to the "original" van Driest mixing 
length model (which was developed for high Reynolds 
number flows). For strong heating of a gas with 
property variation, Mikielewicz concluded that the 
model of Launder and Sharma gave the best predictions 
overall. 

Simulations are next assessed in terms of the 
mean velocity and temperature profiles. Figures 8 to 10 
provide direct comparisons between predicted profiles 
and the data. Presenting velocities in the form of 
profiles of U/Vb avoids the uncertainties which would 
have been involved in the use of Ux for non- 
dimensionalization. Presenting temperatures in the 
form T/Tjn or (Tw-T)/Tin checks agreement with the 
energy and mass balances as well as providing a picture 
of the development of the thermal layer. In general, the 
estimated uncertainty in local velocity measurement by 
Shehata was calculated to be in the range of eight to ten 
per cent, with the larger value being associated with 
measurements near the wall. The uncertainty in local 
temperature measurement was typically one or two 
percent of the absolute temperature. These estimates are 
believed to be conservative since comparisons between 
the integrated and measured total mass flow rates for 
each profile showed better agreement (three per cent or 
less, except near the exit in the runs with the two 
highest heating rates). In contrast to conventional 
wisdom, when there is significant gas property 
variation, a mass balance is primarily a test of the 
profile of the quotient U{y }/T{y} and an energy balance 
checks the profile U{y} (Shehata and McEligot [1995]). 

The measured points nearest the wall 
correspond to values of y+ from about 3 to 5, depending 
on the heating rate and station. The location y/rw =0.1 
corresponds to y+ = 20 for the entry profiles of Runs 
618 and 635.  At the last station, y/rw = 0.5 is about 
y+ = 60 and 30 for runs 618 and 445, respectively. A 
significant portion of the tube is therefore occupied by 
the viscous layer in all three runs. 

The quantity T/Tin provides an indication of 
gas property variation both across and along the tube. 
In Run 618, T/Tjn varies by about fifty per cent from 
the wall to y/rw = 0.5 at the last station, so u, and k 
vary by about forty per cent in that region. In contrast, 
in run 445 they vary by more than that in the first three 
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diameters of the heated portion of the pipe. At the first 
station for each run, the velocity data points near the 
wall appear to be high relative to what would be 
indicated by extrapolation of the data further out, a 
common feature in such measurements (and a good 
reason for not determining ux by fitting to u+ = y+). 
Measurements at this location required the greatest 
insertion of the probe so some aspects of the data 
reduction are necessarily more uncertain there. 

u-y-ei6-plt-r«v-log 

Overall agreement between the Launder Sharma 
predictions of internal distributions by Mikielewicz and 
the measurements by Shehata was encouraging though 
close examination revealed some detailed discrepancies. 
In such cases there were corresponding differences 
between predictions of integral parameters and data. 
Generally, however, the predictions of velocity and 
temperature profiles are considered to provide a 
satisfactory description of the observed behavior. 
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Figure 8 Simulations from modified van Driest model compared to data [Shehata and McEligot, 1998]. 

In addition to documenting the first mean 
velocity distributions for these difficult cases, the study 
by Shehata and McEligot [1998] demonstrated that the 
simple modified van Driest model (developed from wall 
data alone by McEligot and Bankston [1969]) predicts 
the mean internal profiles (Figure 8) and non- 
dimensional pressure drop reasonably well overall. 
However, Bates etal. [1974] have demonstrated that this 

model is not appropriate for flows with large buoyancy 
effects. 

Figure 8 presents the comparison between 
predictions and data for the viscous layer in forms 
equivalent to wall coordinates while avoiding the 
uncertainty introduced by the determination of the wall 
shear stress. In wall coordinates the velocity profile is 
particularly sensitive to the uncertainty of tw since it 
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appears in the numerator for y+ and the denominator for 
u+. By using the semi-log axes the presentation is 
concentrated on the viscous layer. For the temperature 
profiles, t+w = (Tw-T)pwut,wCp,w/q"w is represented 
by (Tw-T)/Ti. These comparisons of predictions and 
measurements are more direct (and more severe) than 
using wall coordinates based on a wall shear stress 
which has been fitted in the viscous layer. 

As t+{y+} normally shows the same trends as 
u+{y+} in fully-established, constant-property flow, the 
profiles of (Tw-T)/Ti approximate the trends of U/Vb 
here. Even when the examination concentrates on the 
near wall region, Runs 618 and 445 (lowest and highest 
q+) are predicted well by the modified van Driest model 
through the viscous layer. (At x/D = 24.5, y+

w = 30 
corresponds to y/rw = 0.26 for Run 618 and to y/rw = 
0.5 for 445.) 

For Run 635 the velocity predictions agree 
reasonably well within the viscous layer for all but the 
profile at x/D = 14 (at this location, y+

w =30 
corresponds to y/rw = 0.32 for this run). Non- 
dimensional temperature profile agreement is 
approximately the same at this location, underpredicted 
for y/rw < -0.2 and then overestimated. Further 
downstream the non-dimensional temperature agrees 
well for y/rw < -0.2 then diverges for higher values (at 
x/D = 24.5, y/rw = 0.2 corresponds to y+

w = 16, which 
would be about halfway across the viscous layer in 
unheated flow). Shehata and McEligot [1995] show 
that -p uv/x   is predicted to be less than 0.1 at x/D > 

14 there in this heated flow (Figure 6) - so this good 
agreement near the wall would be a consequence of 
molecular transport dominating. For temperature 
distributions these trends continue downstream while 
agreement of the velocity distribution appears to 
improve at x/D = 20 and 24.5. Interpreting this 
observation in terms of energy transport, one could say 
that the model predicts a lower rate of turbulent 
transport than observed from the wall region to the core, 
starting between x/D = 9 and 14; one. explanation could 
be overprediction of the effective viscous layer thickness 
at these local conditions. Conceptually, one could 
adjust the function A+ {Re} or other features of a 
turbulence model to accommodate these details (in fact, 
Perkins [1975] did improve prediction of T{r,x) for 
"subturbulent" runs by revising A+{Re) at low 
Reynolds numbers). Figure 8 demonstrates that the 
modified van Driest model does correlate the mean 
velocity and temperature measurements fairly well 
overall even for Run 635, the most difficult of the three 
to predict. 

For Run 445, temperature predictions generally 
look good throughout, despite the fluid property 
variation being greatest for that case. This result is 
probably because molecular transport increases in 
importance once the laminarizing process has begun and 
so the uncertainties in the turbulence modeling are of 
less significance. While the mean velocities are 
slightly high in the central region for x/D = 14 and 25, 
they  are  within   the   (conservative)   estimated 

experimental uncertainties. Whereas the temperature 
profiles show close agreement at the thermal entrance 
and exit, the profile at x/D = 14 also exhibits the 
discrepancies seen for Run 618, i.e., overprediction near 
the wall and underprediction in the core. 

The k-e turbulence model of Abe, Kondoh and 
Nagano [1994], developed for forced turbulent flow 
between parallel plates with the constant property 
idealization, has been successfully extended by Ezato 
[1997] to treat strongly-heated gas flows at low 
Reynolds numbers in vertical circular tubes. For 
thermal energy transport, he adopted the turbulent 
Prandtl number model of Kays and Crawford [1993]. 
No constants or functions in these models were 
readjusted. 

Under the idealization of constant fluid 
properties, predictions for fully-established conditions 
agreed with the Dittus-Boelter correlation for common 
gases (coefficient = 0.021) within about five per cent 
for Re > 3200. Predicted friction coefficients were 
about five per cent higher than the Drew, Koo and 
McAdams [1932] correlation in this range. Below Re = 
2000 both predictions agreed with theoretical laminar 
values within about one per cent. The local thermal 
entry behavior, Nu [x/D], was further confirmed by 
comparison to the measurements of H. C. Reynolds 
[1968] for Re = 4180 and 6800. 

The capability to treat forced turbulent flows 
with significant gas property variation was again 
assessed via calculations at the conditions of 
experiments by Shehata. Predictions forecast the 
development of turbulent transport quantities, Reynolds 
stress and turbulent heat flux, as well as turbulent 
viscosity and turbulent kinetic energy. Results suggest 
that the run at the lowest heating rate behaves as a 
typical turbulent flow, but with a reduction in turbulent 
kinetic energy near the wall. For the highest heating 
rate all turbulence quantities showed steady declines in 
the viscous layer as the axial position increased - 
representative of conditions called laminarizing. For the 
intermediate run, predictions showed the same trends as 
the highest heating rate but occurred more gradually 
with respect to axial distance. These observations are 
consistent with empirical criteria for these regimes, 
expressed in terms of q+in{Reinl- No direct 
measurements are available to confirm or refute these 
turbulence distributions; they must be assessed by 
examination of the mean velocity and temperature 
distributions that result from these predictions of the 
turbulent transport quantities. 

Figure 9 provides direct comparisons of the 
predictions to measured profiles. Run 618 shows a 
slight overprediction of the velocity profile at z/D - 25 
but otherwise all profiles are good. (In Ezato's 
calculations, the quantity z represents the distance from 
the nominal start of heating.) Run 445 predictions look 
good throughout despite having the largest fluid 
property variation; again, this result probably occurs 
because molecular transport increases in importance 
once the laminarizing process has begun. So if one 
wishes the most sensitive test of a turbulence model for 
low-Reynolds-number flows with gas property 
variation, conditions like those of Run 635 may be key. 

1-41 



! II' 

U/Vb 

Figure 9 Simulations from k-e model by Ezato compared to data [Ezato et al., 1997]. 

For Run 635 agreement between calculations 
and data is good for the first three stations. Then at 
z/D = 20 and 25 the velocity is overpredicted near the 

wall and at z/D = 25 the quantity (Tw — T)/Tin is 
overpredicted in the range 0.1 < y/rw < 0.25 
(corresponding approximately to 8 < y+ < 20 ), i.e., 
7"{y} is underprtdicted. In the viscous layer, a higher 
velocity is caused by a lower value of ß[, which also 
leads to a higher thermal resistance in the layer; this 
higher thermal resistance would interfere with thermal 
energy transport beyond the region leading, in turn, to 
lower temperatures further from the heated wall. If one 
wishes to improve the model further, these observations 
could provide a starting point. For the present 
purposes, the level of agreement seen is considered 
satisfactory. 

Overall agreement between the predictions and 
the measured velocity and temperature profiles is good, 
establishing confidence in the values of the forecast 
turbulence quantities -- and the model which produced 
them. Most importantly, the model also yields 
predictions which compare well to the measured wall 
heat transfer parameters and the pressure drop. Thus, 
thermal design engineers should find calculations based 
on the turbulence model used by Ezato to be satisfactory 
for forced low-Reynolds-number turbulent flows with 
significant gas property variation. 

Figure 10 describes the axial flow development 
after the start of heating in non-dimensional terms, 
U/Vb(x) and linear coordinates. Circles represent 
Shehata's measurements. 

The first set of thermal entry data is for the 
"low" heating rate conditions characterized as turbulent 
by Perkins [1975]. The reference control parameters 
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were Re* = 6000 and q+ = 0.0018  (i.e., Run 618), 

leading to an acceleration parameter of about 1.2 x 10"^. 
The non-dimensional radius of the unheated upstream 
section is about r+ = y+

c = 200. It is expected that the 
heat transfer parameters would correspond to turbulent 
predictions, with allowance for a reduction in local 
Nusselt number (typically of the order of (Tw/Tb)"^)) 

due to the gas property variation along the tube and 
across the viscous layer. Figure 10a presents the 
momentum development axially in terms of mean 
profiles at 3.17, 14.2 and 24.5 diameters. Obtaining 
the mean streamwise velocity data was the main 
objective of Shehata's work since Perkins [1975] was 
unable to obtain meaningful velocity measurements in 
his attempts with an impact tube. 
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Figure 10 Simulations of Reynolds stress model by Nishimura (solid lines) and k-kL- U v model by Fujii (dashed 
lines) compared to data of Shehata [Nishimura et al., 1997]. 

Velocity profiles appear representative of 
normal, developed turbulent flow in a circular tube, as 
expected. As the flow progresses downstream, the 
gradient at the wall decreases with the progressive 
decrease in Reynolds number. No surprises are evident 
For these results a thermal boundary layer thickness is 
operationally defined as the distance from the wall 
beyond which there is no observable difference from the 
inlet temperature. At x/D = 3.17, the thermal boundary 
layer reached about forty per cent of the tube radius. By 
14.2 diameters, the thermal boundary layer already 

extended to the centerline and the profile was typical of 
a developed turbulent flow, distinguished by a high 
gradient near the wall (most of the thermal resistance) 
and a well mixed flow in the interior. The last profile 
was qualitatively the same, with an increase in level 
corresponding to the higher bulk temperature. The 
temperature data of Perkins [1975] behave in much the 
same way as those of Shehata. Variations between the 
two are mainly due to minor differences in the heating 
rates and inlet Reynolds numbers. 
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The second set of data is at the intermediate 
heating rate (Rei still 6000 and q+ = 0.0035) which was 
described as subturbulent by Perkins [1975]. The 
acceleration parameter was about 2 x 10"" along most 
of the tube. This set has almost twice the heating rate 
and Kv as the first set, while having the same inlet flow 
rate. For these conditions, Perkins has shown that the 
integral heat transfer parameters do not agree with 
turbulent, variable properties correlations nor with 
laminar, variable properties numerical predictions. 

The first three temperature profiles indicated 
that the thermal boundary layer reached the centerline 
near x/D = 9 or 10. Near the wall the temperature 
profile was near linear over a substantial region. This 
near-linear region grew thicker as the flow progressed 
downstream, reaching y/rw = 0.25 by the last station. 
Although significant thermal resistance appeared 
distributed across a large portion of the cross section, a 
near flat profile was still evident in the central region at 
the last three locations. This last observation implies 
that turbulent mixing was not suppressed there (it was 
not a case of being outside the thermal boundary layer, 
since the centerline temperature was above Tw/Tj = 1). 

The last set of runs is at the highest non- 
dimensional heating rate and lowest inlet flow rate (Rei 
= 4000 and q+ = 0.0045 —> Run 445). These 
conditions were categorized as being on the borderline 
between subturbulent and laminarizing flow by Perkins 
(his Figure 8). The acceleration parameter Kv exceeds 
3.5 x 10"6, which is considered by Sreenivasan [1982] 
and others as near a critical value for laminarization to 
set in. The measurements at 3.17 diameters showed 
that the thermal boundary layer had grown to y/rw = 0.4 
by this distance. Presumably this growth was partially 
a consequence of upstream axial conduction and axial 
thermal radiation to the tube wall of the "unheated" 
entry region, as is evident in earlier Figure 7. By x/D = 
14.2 the thermal boundary layer again filled the tube. 
The temperature profile started to take a parabolic shape, 
except in the central region where the effects of 
turbulent mixing still appeared significant. At x/D = 
24.5, the measured temperature profile resembled a 
parabola more closely. One recalls that the analytic 
profile for fully established laminar flow with constant 
properties is a fourth-order parabola [Kays and Crawford, 
1980] - but, in these data, viscosity and thermal 
conductivity vary by factors of about two and at this 
Reynolds number a laminar flow would require' a longer 
distance to become fully established. However, Perkins 
[1975] did demonstrate that a laminar, variable 
properties calculation - starting from the existing 
turbulent velocity profile in the entry - could provide 
reasonable predictions of the mean temperature 
distribution for comparable conditions. The mean 
velocity profiles in the wall region (Figure 10c) show a 
near Blasius shape while progressing downstream. In 
the central region, starting at about half the radius, the 
profiles are almost flat for the measurements at x/D = 
14.2 and 24.5, indicating high turbulent mixing, effects 
of acceleration, reduced shear stress and/or buoyancy 
effects there. 

Fujii "extended" his k-kL- UV model from the 
annular case to treat flow in circular tubes. Since his 
model evolved from the one by Kawamura, it is 
expected that his results would be comparable to those 
of Kawamura. Nishimura utilized a Reynolds stress 
model (RSM) from Shima with turbulent heat flux and 
thermal energy fluctuation equations; the heat flux 
equations contain two extra terms to take account of 
anisotropy of turbulence and velocity turbulence-thermal 
energy gradient production for the pressure-temperature 
fluctuation gradient correlation terms [Nishimura, Fujii 
et al., 1997]. For fully-established, constant-property 
gas flows, the two turbulence models agreed with 
accepted correlations of friction and heat transfer in 
laminar and turbulent regimes and forecast a transition 
within the Reynolds number range from 2000 to 2400. 

To assess their predictive capabilities, 
simulations from the models of Fujii and Nishimura are 
compared to the velocity measurements of Shehata in 
Figure 10. For cases 618 and 635, the results from the 
two models agree closely with one another and with 
Shehata's measurements. Only at the last station do the 
predictions appear to be slightly lower in the central 
region of the flow, but these deviations are within the 
estimated experimental uncertainties. For Run 445 the 
two models do predict observable differences. At the 
first station the RSM already shows a more laminar 
appearance for the velocity profile than the k-kL-Hv 
model does and at the two later stations the velocity 
gradient near the wall is slightly less than for the k-kL- 
UV model. For this laminarizing run, the k-kL-UV 
model of Fujii et al. represents the measurements better 
than the RSM does. However, with the exception of 
the last station, the differences between the RSM results 
and the data are still within the estimated experimental 
uncertainties in general. Agreement of the pressure drop 
predictions with the experiment is good except in Run 
445 where the RSM simulation is about ten per cent 
low. For the axial wall temperature distributions, the 
only situation where the results of the two models differ 
significantly is laminarizing Run 445 where the RSM 
appears slightly better. In summary, the comparisons 
to measurements are generally acceptable, giving one 
confidence in the results predicted for the turbulence 
quantities which were not measured directly. 

7.    CONCLUDING  REMARKS 

The purposes of the present article are (1) to remind 
practitioners why the usual textbook approaches may 
not be appropriate for treating gas flows heated from the 
surface with "large" heat fluxes and (2) to review the 
successes (and failures) of some recent applications of 
turbulence models to this case. These objectives have 
been met to some extent. 

Results have been primarily considered for 
dominant forced convection at the conditions of the 
experiments of Shehata and of Perkins, for cases 
involving significant variation of density, viscosity and 
thermal conductivity along and across a circular tube. 
Examination concentrated on three situations for vertical 
upflow,   labeled  "turbulent,"   "subturbulent"   or 
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intermediate   and   "laminarizing."      From   the 
measurements the following observations may be 
inferred concerning the mean turbulence quantities: 

o the heating disturbed the incoming flow almost 
immediately in the thermal entry 

o the "turbulent" run recovered to an approximately 
self-preserving condition 

o in the other two runs, the quantities continued to 
decrease axially until they were much less than 
the molecular effects 
Simulations of the low-Reynolds-number 

internal flows were made using about fifteen turbulence 
models. After preliminary examination treating the gas 
properties as constant, the ability of the models to 
handle strongly-heated flows was assessed via 
calculations at the conditions of experiments by 
Shehata. Possible effects of buoyancy forces at these 
conditions were considered and it was concluded that 
forced convection dominated the heat transfer 
parameters. Numerical predictions forecast the 
development of turbulent transport quantities, Reynolds 
stress and turbulent heat flux, plus mean velocity and 
temperature distributions, wall heat transfer parameters 
and pressure drops. In contrast to earlier approaches of 
other investigators, validation focused on comparisons 
to the measurements of the developing mean velocity 
and temperature fields. 

One may conclude that existing low-Reynolds- 
number turbulence models and commercial codes should 
be used with caution for 

o low-Reynolds-number, fully-established, constant- 
property flow and 

o strongly-heated, internal gas flows 
For strongly-heated turbulent or laminarizing 

gas flows, five models were found to give reasonable 
agreement with the internal profile measurements of 
Shehata: 

o van Driest model as modified by Bankston and 
McEligot [1969] 

o k-kL-uv model of Fujii, Akino, Hishida, 
Kawamura and Sanokawa [1991] 

o k-e model of Launder and Sharma [1974] as 
calculated by Mikielewicz [1994] 

o k-e of Abe, Kondoh and Nagano [1994] by Ezato 
and Kunugi [1997] 

o Reynolds stress model of Shima by Nishimura 
[1997] 

Since the model of Fujii et al. was derived from the 
earlier model of Kawamura [1979], it is expected that 
Kawamura's model would provide good simulations but, 
to our knowledge, it has not yet been tested directly by 
comparison to profile measurements. The modified van 
Driest model is not recommended for conditions with 
significant buoyancy effects [Bates et al., 1974]. 
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NOMENCLATURE 

cs 
CP 
D 

G 
h 

k 
/ 
L 
m 
p 
q" w 

{} function of 
cross-sectional area 
specific heat at constant pressure 

tube diameter; Dh. hydraulic diameter 
acceleration of gravity 
units conversion factor, e.g., 1 kg m /(N s^) 

mean mass flux,  HI / AcS 

convective heat transfer coefficient, 
q*V(Tw-Tb) 
turbulent kinetic energy, thermal conductivity 
mixing length 
turbulent length scale 
mass flow rate 
pressure 
wall heat flux 

r radial coordinate; rw, tube wall radius 
T absolute temperature 
ux friction velocity, (gc xw / Pw) ' 
U time-mean streamwise velocity component 
v local radial velocity component 
V time-mean radial velocity component 
VD bulk or mixed-mean streamwise velocity 
x axial coordinate measured from nominal start of 

heating 
y coordinate perpendicular to the wall 
z axial location 

Non-dimensional quantities 
f, fT        friction factor, 2 pb gc TW / G^ 
Grq local Grashof number based on heat flux, 

gD4q"w/(vb2kbTb) 
Nusselt number, e.g., hD/k Nu 

Pr 

Re 

Prandtl number, c uTk 

heat flux parameter, q'^Gc T; qj+, based on 

inlet conditions, q"w/Gcp,inTin 

Reynolds number, 4 lh / IID u,; Rew>m, 
modified wall Reynolds number, V0 D / vw 

wall distance coordinate, y (gc*wlPw)     I vw 

ACKNOWLEDGEMENTS 

The study reported was supported by the Long 
Term Research Initiative and Laboratory Directed Research 
and Development Programs of the Idaho National 
Engineering Laboratory / Lockheed Martin Idaho 
Technologies Company under DoE Idaho Field Office 
Contract DE-AC07-94ID13223 and by the Japan Atomic 

Greek symbols 
e dissipation of turbulence kinetic energy; 
u. absolute viscosity 
v kinematic viscosity, (i/p 
p density 
z shear stress; Tw, wall shear stress 
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Subscripts 
b evaluated at bulk or mixed-mean temperature 

(or enthalpy) 
cp constant property idealization 
i, in        inlet 
w wall, evaluated at wall temperature 

REFERENCES   CITED 

Abe, K., T. Kondoh and Y. Nagano, 1994. A new 
turbulence model for predicting fluid flow and heat transfer 
in separating and reattaching flows — I. Flow field 
calculations.   Int. J. Heat Mass Transfer, 37,, pp. 139-151. 

Bankston, C. A., 1965. Fluid friction, heat transfer, 
turbulence and inter-channel flow stability in the transition 
from turbulent to laminar flow in tubes. Sc.D. thesis, 
Univ. New Mexico. 

Bankston, C. A., 1966. Personal communication, Los 
Alamos Scientific Laboratory, 4 November. 

Bankston, C. A., 1970. The transition from turbulent 
to laminar gas flow in a heated pipe. J. Heat Transfer, 9_2, 
pp. 569-579. 

Bankston, C. A., and D. M. McEligot, 1970. 
Turbulent and laminar heat transfer to gases with varying 
properties in the entry region of circular ducts. Int. J. Heat 
Mass Transfer, .13, pp 319-344. 

Bates, J. A., R. A. Schmall, G. A. Hasen and D. M. 
McEligot, 1974. Effects of buoyant body forces on forced 
convection in heated laminarizing flows. Heat Transfer 
1974 (Proc, 5th Intl. Heat Transfer Conf., Tokyo), vol. II, 
pp. 141-145. 

Cotton, M. A., and P. J. Kerwin, 1995. A variant of 
the low-Reynolds-number two-equation turbulence model 
applied to variable property mixed convection flows. Int. 
J. Heat Fluid Flow, 16, pp. 486-492. 

Dailey, L. D., and R. H. Pletcher, 1998. Large eddy 
simulations of constant heat flux turbulent channel flow 
with property variations.  AIAA paper 98-0791. 

Drew, T. B., E. C. Koo and W. M. McAdams, 1932. 
The friction factor in clean round pipes. Trans., A.I.Ch. £., 
38, pp. 56-72. 

Dittus, F. W., and L. M. K. Boelter, 1930. Heat 
transfer in automobile radiators of the tubular type. Pub. in 
Engrg. (Univ. California), 2. PP- 443-461. 

Ezato. K., A. M. Shehäta, T. Kunugi and D. M. 
McEligot, 1997. Numerical predictions of transitional 
features of turbulent gas flows in circular tubes with strong 
heating. Paper FEDSM97-3304, ASME Fluids Engr. Conf., 
Vancouver, B. C. 

Ezato. K., A. M. Shehata, T. Kunugi and D. M. 
McEligot, 1997. Numerical predictions of local 
transitional features of turbulent forced gas flows in circular 
tubes with strong heating. Tech. rpt. JAERI-Research 97- 
029, Japan Atomic Energy Research Institute, Tokai. 

Fujii, S., N. Akino, M. Hishida, H. Kawamura and K. 
Sanokawa, 1991. Experimental and theoretical 
investigations on heat transfer of strongly heated turbulent 
gas flow in an annular duct. JSME International J., Ser II, 
24, No. 3, pp. 348-354. 

Hasewaga, S., R. Echigo and A. Shimizu, 1986. 
Convective and radiative heat transfer of flowing gaseous- 
solid suspensions. Handbook of heat and mass transfer, 
Volume 1: Heat transfer operations (Ed.: N. P. 
Cheremisinoff), Houston: Gulf Publishing Co., pp. 523- 
557. 

Kline, S. J., W. C. Reynolds, F. A. Schraub and P. W. 
Rundstadler, 1967. The structure of turbulent boundary 
layers. J. Fluid Mech., 30, pp 741-773. 

Jackson, J. D., M. A. Cotton and B. P. Axcell, 1989. 
Studies of mixed convection in vertical tubes. Int. J. Heat 
and Fluid Flow, 10, pp. 2-15. 

Kawamura, H., 1979. Analysis of laminarization of 
heated turbulent gas using a two-equation model of 
turbulence. Proc, 2nd Intl. Symp. Turb. Shear Flow, 
London, pp. 18.16-18.21. 

Kays, W. M., and M. E. Crawford, 1993. Convective 
heat and mass transfer, 3rd ed. New York: McGraw-Hill. 

Launder, B. E., and B. I. Sharma, 1974. Application 
of the energy-dissipation model of turbulence to the 
calculation of flow near a spinning disc. Lett. Heat 
Transfer, \, pp. 131-138. 

McAdams, W. H., 1954. Heat transmission, 3rd ed. 
New York: McGraw-Hill, p. 219. 

McEligot, D. M., 1963. The effect of large 
temperature gradients on turbulent flow of gases in the 
downstream region of tubes. Ph.D. thesis, Stanford Univ. 
Also TID-19446. 

McEligot, D. M, 1986. Convective heat transfer in 
internal gas flows with temperature-dependent properties. 
Adv. Transport Processes, 4, pp 113-200. 

McEligot, D. M., and C. A. Bankston, 1969. 
Turbulent predictions for circular tube laminarization by 
heating. ASME paper 69-HT-52. 

McEligot, D. M., C. W. Coon and H. C. Perkins, 
1970. Relaminarization in tubes. Int. J. Heat Mass 
Transfer, 9., pp. 1151 -1152. 

McEligot, D. M., P. M. Magee and G. Leppert, 1965. 
Effect of large temperature gradients on convective heat 
transfer: The downstream region. J. Heat Transfer, 87, pp. 
67-76. 

McEligot, D. M., L. W. Ormand and H. C. Perkins, 
1966. Internal low Reynolds number turbulent and 
transitional gas flow with heat transfer. J. Heat Transfer, 
M, pp 239-245. 

McEligot, D. M., S. B. Smith and C. A. Bankston, 
1970. Quasi-developed turbulent pipe flow with heat 
transfer. J. Heat Transfer, 22, pp. 641-650. 

McEligot, D. M-, M. F. Taylor and F. Durst, 1977. 
Internal forced convection to mixtures of inert gases. Int. 
J. Heat Mass Transfer, 20, pp. 475-486. 

Mikielewicz, D. P., 1994. Comparative studies of 
turbulence models under conditions of mixed convection 
with variable properties in heated vertical tubes. Ph.D. 
thesis, Univ. Manchester. 

Nagano, Y., and M. Shimada, 1995. Computational 
modeling and simulation of turbulent flows. 
Computational Fluid Dynamics Review 1995 (Ed.: M. 
Hafez and K. Oshima), Chichester: John Wiley & Sons, pp. 
695-714. 

Ogawa, M., and H. Kawamura, 1986. Experimental 
and analytical studies on friction factor of heated gas flow 
in circular tube. /. At. Energy Soc., Japan, 2JL No. 10, pp. 
957-965 (in Japanese). 

Ogawa, M., H. Kawamura, T. Takizuka and N. Akino, 
1982. Experiment on laminarization of strongly heated 
gas flow in a circular tube. J. At. Energy Soc., Japan, 24, 
No. 1, pp. 60-67 (in Japanese). 

Perkins, K. R., 1975. Turbulence structure in gas 
flows laminarizing by heating. Ph.D. thesis, Univ. 
Arizona. 

Reynolds, H. C, 1968. Internal low-Reynolds- 
number, turbulent heat transfer. Ph.D. thesis, Univ. 
Arizona. Also DTIC AD-669-254. 

1-46 



Shehata, A. M., 1984. Mean turbulence structure in 
strongly heated air flows.  Ph.D. thesis, Univ. Arizona. 

Shehata. A. M.. and D. M. McEligot, 1995. 
Turbulence structure in the viscous layer of strongly heated 
gas flows. Tech. report INEL-95/0223, Idaho National 
Engineering Laboratory. 

Shehata, A. M., and D. M. McEligot, 1998. Mean 
turbulence structure in the viscous layer of strongly-heated 
internal gas flows. Measurements. Int. J. Heat Mass 
Transfer, in press. 

Torii, S., A. Shimizu, S. Hasegawa and M. Higasa, 
1993.   Numerical-analysis of laminarizing circular tube 

flows by means of a Reynolds stress turbulence model. 
Heat Transfer - Japanese Research, 22, PP- 154-170. 

Torii, S., A. Shimizu, S. Hasegawa and N. Kusama, 
1991. Laminarization of strongly heated annular gas 
flows. JSME International J., Ser II, 24, No. 2, pp. 157- 
168. 

Torii, S., and W.-J. Yang, 1997. Laminarization of 
turbulent gas flow inside a strongly heated tube. Int. J. 
Heat Mass Transfer, 40, pp. 3105-3117. 

1-47 



The Modification of Quasi-streamwise Vortices in Liquid Turbulent Flow in a Duct 
by the Injection of Polymer Solution 
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ABSTRACT 
How visualisation and heat transfer experiments were carried out for quasi-streamwise vortices generated by the intermittent 
protrusion of a wing into a water turbulent duct flow with the injection of water or the polymer solution. The newly-developed 
vortex generator was found to be effective for the intermittent generation of the quasi-streamwise vortices in a downstream 
region. It was shown that the streamwise vortices and heat transfer related to the vortices were attenuated noticeably by a dilute 
polymer solution injected in the upstream region. 

1  INTRODUCTION 

The drag reduction and the reduction of the heat transfer 
coefficient associated with the drag reduction of water 
turbulent duct flow, by adding a small amount of specific 
polymer, has been focused on recently. This is mainly 
because these reductions are expected to be of great advan- 
tage in large urban primary heating circuits (1,2). 

In order to understand the effects of a polymer 
solution on near-wall turbulence, Tiederman et al. (3) 
conducted experiments on a water turbulent channel flow by 
the injection of a polymer solution into near-wall region 
from a transverse slot in one wall. They determined that the 
transverse spacing of streaks increased and the average 
bursting rate decreased in the downstream region. The 
injected polymer solution was not uniformly mixed with the 
main flow in the region under observation. No experimental 
data have been obtained for the effect of the injected poly- 
mer solution on the heat transfer in the turbulent duct flow. 

The present authors carried out a direct numerical 
simulation with cluster models of beads and springs in a thin 
layer inside the buffer layer in a turbulent channel flow, and 
showed continuous attenuation of vorticities of the quasi- 
streamwise vortices (QSVs) in a coherent structure (4). 

In the present study, the effects of injecting a polymer 
solution from a transverse slot on the quasi-streamwise 
vortices were examined experimentally. Since QSVs are 
observed irregularly in space and time in near-wall regions, 
the direct comparison of the dimension of QSVs' is difficult. 
Then, a small vortex generator was developed and used in 
order to obtain intermittent quasi-streamwise vortical 
motion in a specific downstream region. Flow visualisation 
and image processing were carried out for the vortical 
motion. The fluid temperature was also measured at a point 
inside the thermal boundary layer near the heated wall 
around the vortex generator. 

2  EXPERIMENTAL METHOD 

2.1 Apparatus 

Figure 1 shows the apparatus. A total of 0.05 m3 water 
stored in a tank © was introduced into a horizontal duct (§) 
through an upstream chamber (D, a honeycomb straightener 
© and a contraction nozzle (§). The duct was made of 
acrylic plates and had a rectangular cross section of H=12 
mm in height and W=100 mm in width. The other chamber 
® was connected to the downstream end of the rectangular 
duct. A valve for the control of the main flow rate and a 
small pipe to exhaust air were fixed to this chamber. 

Either water or a dilute aqueous solution (about 100 
ppm ) of polyethylene glycol (Wako Pure Chemical Indus- 
tries Ltd. Japan; average molecular weight is in the range of 
3.5 to 4.0 x 10s) in an overhead bottle of 1000 cm3 © was 
introduced via a transverse slot 15 mm in transverse length 
and 1.0 mm in streamwise width ©. The fluid was intro- 
duced into the main flow at an angle of 45° with respect to 
the wall. The slot was located 1316 mm ( =110tf ) down- 
stream from the inlet of the duct. The flow rate of the 
injected liquid was adjusted by a valve. The solution of 
polyethylene oxide was held in another tank for an hour for 
hydration before filling the overhead bottle. 

A vortex generator ® was placed 84 mm (=1H) 
downstream from the transverse slot. 

22 Vortex generator 

Figure 2 illustrates the detail of the vortex generator. The 
vortex generator consisted of a wing with an iron pipe, an 
electromagnet, and a timer. The wing was made of stainless 
steel plate 3.8 mm in width and 0.3 mm in thickness. The 
lower surface of the plate was angled at 30 degrees to the 
flow. The angle between the slit and the duct axis, and 
hence the angle of attack for the wing to the main flow, was 
15 degrees. When the timer was off the lowest part of the 
wing was inserted from a slit 5 mm in length and 1.2 mm in 
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width on the upper wall of the test section. The maximum 
protrusion of the wing tip, h, was 1.5 mm from the inner 
wall surface. When the timer was on the electromagnet 
withdrew the iron pipe, and the wing was withdrawn. The 
duration and the interval of the timer were varied so that the 
wing was inserted for predetermined intervals. The wing 
insertion works as a trigger of streamwise vortices, and the 
effect of the wing to the main flow field is expected to be 
kept minimal. Note that the inserted wing does not work as 
half-delta wings on a wall do for the purpose of generation 
of streamwise vortices effective for heat transfer augmenta- 
tion (for example, Törii et al. (5)). 

2.3 Flow visualisation and image processing 

To facilitate flow visualisation near the upper wall, a small 
amount of white dye was mixed with the injected liquid to 
obtain streak lines. The images of the visualised flow were 
recorded into a Hi8 videotape by a CCD camera module ( 
SONY XC-77-RR with a total pixel number of 768 x 493 
and signal-to-noise ratio of 56 dB ) and a VCR ( SONY 
CVD1000 with a horizontal resolution more than 400 lines 
per frame). The camera module was positioned below the 
duct. 

A halogen lamp provided the source of light. A flat 
light guide made of 320 aligned optical-fibres and a cylindri- 
cal lens was used to provide a uniform region of light, 10 
mm x 160 mm. The light illuminated the flow horizontally 
from outside the test section. 

The images stored in the video tape were replayed 
and converted into digital images by a PCI-bus-type frame 
grabber and a personal computer. 

2.4 Heat transfer 

A thermal boundary layer was formed along the upper wall 
around the slit through which the wing was inserted. This 
thermal boundary layer was formed by replacing part of the 
upper wall by a transparent heater of area 100 mm x 100 
mm. The heater consists of a metal deposited onto a base 
glass plate 0.5 mm thick and a cover glass plate of identical 
size. An alternating current was imposed on the deposited 
metal in order to form a thermal field under the condition of 
uniform heat flux. The thermal field is basically stable. 

Fluid temperature was measured by a CC ( T-type) 
thermocouple 0.076 mm diameter at the position of 30 mm 
downstream of the insertion slit of the wing (See Fig. 2). 
The thermocouple was Teflon-coated except at the measur- 
ing point. The coated part of the thermocouple was attached 
by an adhesive to a metal stem 0.7 mm diameter. The stem 
was fixed to a supporting pipe. The supporting pipe can be 
moved in its axial direction, allowing the thermocouple to be 
traversed normal to the heater. The distance between the 
location of the thermocouple junction (the temperature 
measuring point) and the lower surface of the heater, ye, 
was measured by a microscope on a traverse stage. The 

distance was fixed at 0.5 mm in the present study. The 
streamwise distance of the temperature measuring point 
from the upstream edge of the heater (the leading edge of 
the thermal boundary layer ), xe, was 80 mm. The 
thermoelectromotive force of the thermocouple was re- 
corded on a chart with a pen recorder. 

2.5 Experimental conditions 

The experiments were carried out under the condition where 
the main water flow rate was 1.6 x 102 cmVs. The Reynolds 
number based on the hydraulic diameter and the mean 
velocity was 2.5 x 103. The friction velocity, «*, was 
estimated to be 1.0 cm/s from the computational results of 
turbulent channel flow and the maximum velocity measured 
by flow visualisation using tracer particles in the main flow. 
The flow rate of the injection fluid was either 0.1 cm3/s or in 
the range of 0.15 - 0.2 cmVs. 

The nondimensional value of the maximum height of 
the wing tip is shown in Table 1. The tip was inside the 
buffer layer. The protrusion period, T, and the duration of 
protrusion, t, in the period were adjusted by changing the 
resistance in the timer. T, t adopted in the present study and 
their nondimensional values are also shown in Table 1. The 
longer protrusion period of case 2 was longer than the 
average life cycle of QSV in near-wall turbulence, 7LC - 
100V/M*

2
 (v is the kinematic viscosity ) (6), and the inter- 

mittency cycle for the minimal flow unit in near-wall 
turbulence, T\ - 33IP/Q (Q is the volumetric flow rate per 
unit width )- 260v/«*2, determined by Jimenez and Moin 

(7)- 
The heat flux q« was 11 kW/m2. Total heat loss due 

to conductive heat transfer from the glass plate of the heater 
to the duct wall and natural convection heat transfer from the 
cover glass plate of the heater to the ambient air was 
estimated at most 3 percent of the total electric power. The 
heat loss was therefore considered to be negligible. The 
temperature measuring point was at ye* = 4.4 and xe* = 700. 

3  RESULTS AND DISCUSSIONS 

3.1 Non-insertion condition 

Observations were made under three conditions in which 
fluid was introduced through the slot but the wing was not 
inserted. 

3.1.1 Water injection under lower flow rate condition 

When the wing was not inserted, the dye in the injected 
water formed a thin white layer in the region from 0.5 to 1 
mm below the upper wall ( 4.4 < y* < 8.8 ). This dye layer 
was considered to be in the near-wall zone in the buffer 
layer of wall turbulence. The dye layer was generally found 
to be stable, but occasionally in an unstable state. The 
average period of the unstable state was longer than 10 
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seconds. The unstable state was caused by extremely-large- 
scale turbulence of the main flow. 

3.12 Water injection under higher flow rate condition 

When the flow rate of injected water was increased, the dye 
formed a thicker layer and the layer was located further 
below the upper wall compared with that aforementioned. 
The dye layer was estimated to be in the far-wall zone in the 
buffer layer. 

There were large-scale fluctuations in the concentra- 
tion of the dye observed. The rotation of the nonuniform 
concentration of dye, whose axis was in the streamwise 
direction, was seen. This is caused by the quasi-streamwise 
vortices of the main flow occurred in the observed region or 
upstream region. 

Small-scale fluctuation in the transverse edge of the 
dye layer was also observed particularly near the slot. This 
is a result of difference between high velocity of the injected 
fluid from the slot and the low velocity of the main flow. 

3.1.3 Polymer solution injection under higher flow rate 
condition 

When the polymer solution was injected in the case of 
higher flow rate condition, the frequency of the large-scale 
fluctuation of dye concentration decreased. This shows the 
attenuation of coherent structures by polymers. This is in 
agreement with the experimental results by Tiederman et 
al.(2). The small-scale fluctuation of the dye layer edge in 
the transverse direction was also observed to be attenuated 
by the polymer. 

3.2 Continuous protrusion of the wing 

Observations were made under two conditions in which 
fluid was introduced through the slot and the wing was 
inserted. 

3.2.1 Water injection under lower flow rate condition 

A white streak was observed to be in an almost steady state 
downstream from the trailing edge of the wing. This is the 
result of dye being trapped upstream side of the wing and 
then released. No noticeable disturbance of the streak was 
found. This means that the continuous protrusion of the 
wing does not generate large-scale disturbance in the main 
flow. 

The temperature measuring point was located 
between the thin layer of injected fluid and the heated wall. 
The difference between fluid temperature at the measuring 
point and that outside the thermal boundary layer, 0, was 1.7 
degree. The nondimensional temperature difference, 6* (= 
Bp Cp u* I q*,; p is water density and Cp is the specific heat 
of water at constant pressure ), was 6.5. Temperature 
fluctuation was in the range of 0.9 - - 0.9 K. 

322 Polymer solution injection under lower flow rate 
condition 

The white dye layer was found to be similar to that in case 
of water injection. 

6 was 3.4 K, and the range of the temperature 
fluctuation decreased to 0.6 - - 0.6 K. These show that 
lumps of fluid with a high temperature remained near the 
heater. This proves that the transport of fluid lumps by 
near-wall turbulence was retarded by polymer solution. 
This is in agreement with the experimental data of heat 
transfer reduction by a polymer (for example, reference 2). 

33 Periodical insertion of the wing 

Observations were made under two conditions in which 
fluid was introduced through the slot and the wing was 
inserted periodically. 

33.1 Water injection under lower flow rate condition 

Figure 3 shows a typical snapshot of the images captured. 
The dye flowed from left to right. Part of the slit of wing 
insertion is seen on the left side of the figure. Noticeable 
fluctuations synchronized with the period insertion of the 
wing were observed for the white dye layer: On the 
successive images during the wing insertion, the white 
streak released from the wing appeared first in front of the 
dye layer, then moved towards downward direction, and 
finally approached the day layer changing its direction 
towards the upward. This fluctuation indicated that clock- 
wise vortical motion, whose axis is in the streamwise 
direction, was generated. The clockwise vortical motion is 
in agreement with that generated from the half-delta wing 
(5). 

A dark region following the white streak was also 
observed through the period of wing withdrawal. This 
region is a result of dye trapping at the side of the wing. The 
average dimension of the dark region in the transverse 
direction was 6.5 mm, which is 54v/u*. This is about 50 
percent larger than the core dimension of QSV (8). 

8 was 1.4 K, and lower than that of continuous 
protrusion of the wing. This shows that the vortical motion 
of water enhanced near-wall heat transfer. 

332 Polymer solution injection under lower flow rate 
condition 

Figure 4 shows a typical snapshot of the images captured in 
case of polymer solution. Some streaks showed no fluctua- 
tion, and the other streaks indicated smaller-scale fluctuation 
with slower motion in the transverse direction than that 
observed in case of water injection. The mean transverse 
dimension of the dark region decreased to 4.2 mm. These 
show that the vorticity of the motion was reduced. This 
means that the streamwise vortical motion was attenuated 
noticeably by polymer solution. 
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öwas 3.4 degree in the case of a polymer solution. 
The attenuation of heat transfer associated with the 
streamwise vortical motion is clearly found. 

4 CONCLUSION 

The flow visualisation was carried out for quasi-streamwise 
vortices generated by the intermittent protrusion of the wing 
in a water turbulent duct flow with tht injection of water or 
the polymer solution. The main conclusions obtained are as 
follows: 

(1) The intermittent protrusion of the wing was effective 
for the generation of the quasi-streamwise vortices in 
a specific region. 

(2) The streamwise vortices were attenuated noticeably 
by a dilute polymer solution injected in the upstream 
region. 

(3) The heat transfer due to the quasi-streamwise vorti- 
ces was attenuated by the polymer solution. 

5 NOMENCLATURE 

Cp : specific heat of water at constant temperature 
H : height of horizontal duct 
h : maximum height of wing tip 
q* : wall heat flux 
T : period of wing insertion 
t : duration of wing insertion 
u* : friction velocity 
W : width of horizontal duct 
x : streamwise distance 
y : normal distance from upper wall 

p        : density of water 
0       : difference between temperature at the measuring 

point and that out of thermal field 

Subscript 
6 : thermal field 

Superscript 
+        : nondimensional value 
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Table 1 height and protrusion period of wing 

case       A [mm]   h*         T[s]     T*           t[s] t* 

1         1.5          13          0.6        53          0.1 9 
2         1.5          13          2.0       1.7X102   1.0 88 

(D 

® 

to ® w 
®    ®n i 

ü® 
*<i 

® 
® 

12 

® Upstream chamber © Honeycome ©Contraction nozzle ® Rectangluar duct © Overhead bottle 
© Injection slit ©Test section ® Vortex generator ® CCD camera module 
©Downstream chamber © Tank © Pump 

Figure 1 Apparatus 
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Figure 2 Injection slot, vortex generator and thermocouple 
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Flow direction ■ 

Figure 3 A typical image of injected water with dye 

Flow direction • 

Figure 4 A typical image of injected polymer solution with dye 
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ABSTRACT 
This report draws on transition in flat plate boundary layer. Results are obtained as follow: 1. Very clear pictures of the 
formation and the development of the butterfly-like structures rather than A -structures in the K-regime of boundary 
layer transition are observed. 2. A process of multiple re-connection of the A -vortex which is the part of the butterfly- 
like structure with formation of a set of ring-like vortices is visualised for the first time. 3. The wave -like structure is 
also observed both in the external edge of the boundary layer and the near wall region even far downstream. 

1. INTRODUCTION 

The problem of the onset of the turbulence in flat plate 

boundary layer has attracted the attention of many 

investigators for more than a century. Despite its 

complexity, interest in laminar-turbulent transition has 

increased during the past a few decades owing to the 

importance in both fundamental and applied aspects of 

fluid mech. Theoretical studies in this field are 

discussed in the books by Craik(1985) and Zhigulyov 

& Tumin (1987) and reviews in both theoretical and 

experimental fields by Nayfeh(1987), Herbert(1987), 

Reed & Saric(1989), Fasel(1990), Kleiser & 

Zang(1991) and Kachanov(1994). After the famous 

experiments by Schubauer & Klebanoff (1956) and 

Klebanoff et al. (1962) it is well known that the 

nonlinear wave development at later stages farther 

downstream is characterised by the appearance of 

powerful flashes of disturbances on the velocity 

oscilloscope traces in the specific form of narrow 

spikes. The other extremely careful experiments 

performed by Kachanov et al.(1989) (see also 

Kachanov 1994) provide firm evidence that shows 

existence of multi-spikes on the velocity oscilloscope 

traces. In the work by Kachanov(1994), some new 

hypotheses have been suggested for comprehension the 

formation of the spike and multi-spikes on the time 

traces. The boundary layer structures are composed of 

the tooth-like structures in the near wall region, spike- 

solitons in the external edge of boundary layer and 

chaotic flows in the middle of the boundary layer. 

Very recently, a new possible physical path from 

laminar to turbulence in both natural and controlled 

transition has been suggested by Lee[1993,1995a,b; 

1996a,b,c,d; 1997a,b,1998; Lee et a!.1998a,b) and 

Borodulin et al.(1998). In this paper we concentrate on 

giving experimental observations at later stage of the 

non-linear breakdown of the boundary layer in 

controlled transition and trying to give direct evidence 

which is used to show a possible physical mechanism 

for the multi-spike formation. 

2. EXPERIMENTAL TECHNIQUES AND 
FACILITIES 

A description of the experiment set-up and procedure 
used to process the data is presented as before( Lee et 
al 1998a,b). The experiments are conducted in new 
established low turbulence level water channel in State 
Key Laboratory of Turbulence Research of Beijing 
Univ., at a free stream velocity U°°=17.0cm/s with 
turbulence level less than 0.2% measured by several 
persons from China, Japan and Russia. A flat plate 
having a chord length 1.8m, a span of 0.8m and a 
thickness of 15mm is used. The leading edge is 
composed of two semi-cycles. The plate is mounted in 
the test section normally under zero degree angle of 
attack. The model had almost a zero steam-wise and 
span-wise  pressure gradient  far enough  from the 
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leading edge. 
A disturbance generator is a crack of a length of 

150mm and a width of 1mm on the working side 
through which water is pumped in and out periodically 
at the frequency of 2 Hz. The water case which is 
connected both the crack and the two tubes is on the 
opposite side. The loudspeaker past on the top of a 
round barrel and the two tubes are mounted on the out 
side of the bottom. So the instability wave has the 
frequency of 2Hz and the amplitude of this disturbance 
is of 1.6% of the free stream speed. The source is 
mounted at a distance x=200mm from the leading edge 
of the plate. The development of the disturbances in 
the boundary layer and the structure of the mean flow 
are investigated by means of a set of instatement based 
on Kanomax hot wire anemometer. The hot films are 
made from TSI and the sensitive part of the probe is 
2mm. The data processing is carried out by 586- 
computer. 

The experimental data is acquired from the positions 
of x=248mm to 700mm. At each spatial point, three 
characteristics are measured: the mean values of a 
stream-wise U-component of the mean flow velocity, 
the amplitude and phase of the u-component of the 
velocity disturbance filtered at fundamental frequency. 
Distributions of all measured characteristics along the 
downstream(x), normal to wall (y) and span-wise(z) co- 
ordinate have been measured. 

The hydrogen bubble technique is used to visualise 
the flow structures very carefully. The flow structures 
at positions from x=250mm to 700mm with a step of 
50mm and from y=0.5mm to 6mm with a step of 
0.5mm. 

3. THE MEAN FLOW 
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Fig.l The Blasuis Profiles 
The distributions of the free stream velocities in 

stream-wise and span-wise are shown in Fig.2. 
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Fig.2(a) Stream-wise distributions of free stream 
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Fig.2(b) Span-wise distributions of free stream 

Normal-to-wall profiles of U/8 with generator in 
peak position z=0) and in a place far from the peak 
position are shown in Fig.3. These results prove the 
difference compared with the Blasuis ones. 

Normal-to-wall profiles of the U/Uo without generator 
are shown in Fig. 1. These profiles are taken in the 
locations of x=300mm, 400mm, and 600mm for z=0. 
All this results prove in excellent agreement with the 
Blasuis profile. The maximum deviation of the 
experiment points from the theoretical curve is less than 

+1%. 

4. EXPERIMENTAL RESULTS 
During the first stage, in the region of relatively low 
local Reynolds number, instability waves ( i.e. 
boundary layer eigen oscillations, usually called 
Tollmien-Schlichting waves) are generated. Fig.4 
shows the typical T-S wave. The wave length is of 
about 50 mm. The so-called A-structures are obtained 
very clearly by means of the visualisation from the 
plan-view shown in Fig. 5. The shape of the 
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flow structures is strongly dependent on the position of 
the hydrogen bubble line. If we put the hydrogen 
bubble wire near to the wall, the structures are 
different from the pictures in Fig. 5, the butterfly-like 
structures are visualised in Fig.6(a). The head part of 
the A-structure disappears and a new rhombus-like 
structure presents in the center of the peak position. 
If we put the hydrogen bubble line slightly higher in y- 
direction, the A-structures and rhombus-like structures 
inside the A-structures are separately to be seen 
(Fig.6(b)). If the hydrogen bubble line is put very near 
to the wall, a low-speed streak presents in the peak 
position (see Fig.7). Besides the low-speed streaks, a 
long-streak present in the peak position. A closure 
vortex is formed which is combined with the low-speed 
streak and the A-structure. It is beyond doubt that the 
A-structure is the part of the perfect coherent flow 
structures. Inside the butterfly-like structures, a new 
structure exists exactly(see Fig.6). These structures 
have the features such as waves. In near wall region of 
the boundary layer, this wave-like property downstream 
at x=500mm is very clearly to be shown in Fig.8. In 
this figure the long-streak appears nearly in the centre 
of the butterfly-like structure (peak position and the 
semi-rhombus-like structure appear in the two sides of 
the long-streak periodically at the frequency of 2 Hz the 
semi-rhombus in other side above the long-streak in the 
peak position is not clear to be seen because of the 
weak of the light). It is beyond doubt that the A- 
structure can not induce this kind of structure. Because 
of the features of the stability and periodicity of this 
structure, it is considered as a solitary wave named as 
one of the solitons-like coherent structures (CS- 
solitons) which are the same as that observed by Lee 

(1995b) and in the work by Hama et al.(1963). As 
described in a study (Lee 1998), Hama did not pay 
enough attention to study the structure which he called 
kink because the solitons-like coherent structures (CS- 
solitons) are unknown at that time. Why do the CS- 
solitons just appear in few studies clearly? Two reasons 
are seen: 1. The studies by means of the flow 
visualisation are not as popular as that by means of the 
hot wire measurement. 2. The boundary layers are not 
thick enough as that in the works(Hama et al 1963, 
Lee 1995) in that thick boundary layer is very 
convenient for side-view of the flow visualisation. 

Fig.4 Plan-view of the typical T-S wave in transitional 
boundary layers (rate 1:2.5 and x from 248mm, 
y= 1.5mm) 

Fig.5 Plan-view of the typical A-structure in 
transitional boundary layer (rate 1:3.3; x=350mm, 
y=2mm) 
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Fig.6(a) Plan-view of the butterfly-like structure and its 
evolution(ratel:3.3; x from 350, y=1.0) 

Fig6(b) Plan-view of the butterfly-like structure and its 
evolution(ratel :3.3; x from 350, y=l .5) 

Fig.7 Plan-view of the long streak and the low-speed 
streaks (ratel :5; X from 300, y=0.5) (see Arrows) 

Fig.8 The semi-rhombus-like structure(At) and long 
streak in peak position (rate 1:3.3; x from 430, y=0.5) 

A set of the ring-like vortices ( 4 or 5), which 

appears periodically at the same frequency of T-S 
wave, associated with one A-structure ( part of the 
closure vortex) is observed experimentally for the first 
time. The process for the formation of the set of ring- 
like vortices is obviously to be seen in the Fig.9. The 
typical x-distance between the two ring-like vortices is 
about 10mm. These visual results are very agreement 
with the measurement results (Kachanovl994, Fig.30) 
and our very recent results obtained both in Beijing and 
in Novosibrisk ( Lee et al.l998a,b; Borodulin et al. 
1998). In Fig. 10 the typical set of the oscilloscope 
traces measured at various disturbances from the wall is 
shown. In Fig. 10(a), the CS-solitons present on time 
traces of U-component of velocity. In the near wall 
region the fluctuations at low frequency(2Hz) and high 
amplitude are generated by the CS-soliton ( See Fig.6) 
rather than A-vortex suggested in former works. It is 
necessary to go back to see the Figs.6, and 7. The 
spatial scale of CS-solitons in X-direction is much 
higher than that of the A-structures in peak position It 
is easy to calculate the time scale of both CS-solitons 
and A-vortex in x-direction in peak position from 
Fig.6 by means of hydrogen bubble time line technique 
(Kline et al. 1967). Roughly, the time scale and the 
amplitude of CS-solitons are much higher than that of 
the A-vortex in X-direction in peak position because 
the trace of the A-vortex does not appear in peak 
position in Fig.6. Because of the same features of the 
low frequency fluctuations at different y-position (The 
frequency is of 2 Hz and the phases of them for 
different time trace in different y-position are nearly the 
same in value), the results in Fig. 10(a) are considered 
as the behaviours of the CS-solitons at different y- 
position. In Fig. 10(b) the positive and negative multi- 
spikes, which are induced by the set of ring-like 
vortices and the closure vortex, appear periodically. 
The number of these spike-pair (each has one positive 
and one negative spike) is 5 or 6 which is one more 
higher man that of the ring-like vortices. The closure 
vortex combined A-stracture and low-speed streak can 
generate another one spike-pair. Because a ring-like 
vortex can generate one spike-pair on time trace of U- 
component of velocity (The left hand side of the spike 
is generated by the right hand side of the vortex and 
vice verse), and because a plane where a ring-like 
vortex appear is inclined at more than 45 degrees to the 
wall, the pair is not always present on any time traces 
of the velocity in fixed y-position.   In the near wall 
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region, it represents on the right side on the time traces 
in one period because the localised flow velocity is 
affected just by left part of the ring-like vortex. In the 
middle layer, the spike-pair exists on the time trace (see 

Fig. 10(b) and Kachanov 1994, Fig.30). 

Fig.9 The formation of the ring-like vortices 
(rate 1:2; and x from 430, y=l .0) 

(a) 1" ring-like vortex formation (At) (t= 0 s) 
(b) 2nd ring-like vortex formation (Bt) (t=0.166s) 
( c ) 3rd ring-like vortex formation (Ct) (t=0.291s) 
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Fig 10(a) Oscillaosocope traces of velocity disturbances at various distances from the wall at x=400. 
1,2,... fory/8=0.042, 0.069, 0.095,0.12,0.145,0.208,0.247,0.344,0.382, 0.42,0.47,0.519, 0.57,0.62, 0.67,0.795, 

0.832,1.025 

Figl0(b) Oscilloscope traces of velocity disturbances at x=400, y/8=0.42 
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Several features are seen from the above 
experimental facts: 1. The solitary wave present not 
only in the near wall region but also in the external 
edge of the boundary layer. 2. Traces with single, 
double, etc. spikes are observed in the time traces 
which influence the time traces in the near wall region 
and the external edge of the boundary layer and these 
kinds of multi-spikes are response to the set of the ring- 
like vortices one by one. 

Three questions should be answered: what are the 
differences between the CS-solitons by Borodulin & 
Kachanov and Lee? What are the differences between 
the CS-solitons by Lee and a fundamental wave (T-S 
wave)? What is the relation between the CS-solitons by 
Lee and turbulent spot? CS-solitons suggested by Lee 
are the typical three-dimensional wave packets 

although they have the same frequency of the T-S 
wave. The span-wise distributions of the amplitudes of 
the CS-solitons (the amplitude here is defined as half 
of the fluctuation amplitude on time traces), obtained at 
different y-position, are seen in Fig.ll. The graph 
shows strong span-wise localisation of the CS-soliton. 
Fig. 12 shows the same results as in Fig. 9 at 
x=500mm and z=0. Both the visual results and the 
experimental measurement results show that the 
existence of the CS-solitons from initial stage to the 
later stage of transition and to the nearly developed 
turbulence. 

it becomes easy to answer the second question 
because the fig.9 is obtained. The CS-solitons 
suggested by Borodulin & Kachanov represent the 
multi-spikes on time traces of velocity which are 
induced by the set of ring-like vortices in the above 
session. 
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Fig.ll Span-wise distributions of the amplitudes of the 
CS-solitons at different y-positions 1,2,3 for y=0.62, 
1.42,2.4. 
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Figl2(a) Figl0(a)  Oscilloscope  traces  of velocity 
disturbances at various distances from the wall at 
x=500 
1,2,.. .fory=0.4,2.3,3.4, 8.2 

It is well known that the turbulent spot presents at the 
later stage of transition. Very recently, Kachanov 
(1994) suggested a transitional path called without 
turbulent spot transition. Some other researchers 
suggested another path called direct to turbulent spot 
transition As a result of the wave resonance among 
T-S waves (Kachanov 1994), the three-dimensional 
wave structures present at the initial stage to the later 
stage of transition. It has some features such as the 
solitary wave. As described by Lee (1996a, 1998), this 
kind of wave structure can generate spike and you can 
find it on time trace of velocity in the work by 
Kachanov(1994). In other words, no exact evidence in 
the present paper can be used to confirm there exist so- 
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called without turbulent spot transition Because of 
no detailed visualised results at the initial stage about 
this structure, the clear pictures of this structure is 
mainly obtained at later stage of transition. At this 
time, so-called turbulent spot is formed. Because of the 
importance of this structure in transitional boundary 
layer and because the fact that it was found in other 
flow fields, it is well reasoned that we call this structure 
as one of the CS-soliton. Furthermore, Lee (1998) 
supposed that this structure is the source where the 
determination of the flow fields appears. The so-called 
direct to turbulent spot transition appears in some 
studies in which the boundary layer is thick enough 
(Hama 1963, Lee 1995b, 1998). .In the viewpoint of 
Lee (1998), there does not exist a basic physical 
difference between so-called direct to turbulent spot 
transition and other boundary layer transition in 
boundary layer. 

It is necessary to take time to discuss the 
measurement results in Fig. 12 and in Fig.30 by 
Borodulin & Kachanov (Kachanovl994). The peaks" 
with nearly same phase on time traces of velocity in 
near wall region and in external edge of boundary layer 
are in opposite direction (see Arrows in the figure). In 
the near wall region, the convection velocity of the CS- 
solitons is higher than that of environment flows so 
that the flow speed become high when the CS-solitons 
fly through. Because in the external edge of boundary 
layer the environment flow speed is higher than that of 
the convection speed of the CS-solitons, the flow speed 
is decreased when the CS-solitons pass through. 

Both Figs. 10 and 12 demonstrate one more 
interesting fact: Spikes are always observed in regions 
between pairs of counter-rotating vortices. Exactly 
spike-pairs, each of which consists of one positive and 
one negative spike, have the form of a ring-like vortex 
with an axis of asymmetry directed along the x- co- 
ordinate. Strong rotation of these ring-like vortices 
result in large local negative and positive values of the 
central steam-wise flow velocity which appear as spike- 
pairs in an oscilloscope trace when the vortices fly past 
a fixed hot-film probe. 

Thus, experimental studies (which correlate very 
well with numerical experiments by Rist 1990,1992, 
and private communication between Kachanov and 
Rist)show that the CS-solitons suggested by Borodulin 
& Kachanov (Kachanovl994), which are different from 
the CS-solitons by Lee (1995,1996), represent the 

typical   ring-like   vortices. The   spikes   move 
downstream together within the external part of the 
boundary layer with the same velocity and remain 
essentially unchanged even far downstream. 

5. POSSIBLE PHYSICAL MECHANISM FOR 
THE FORMATION OF THE SET OF RING-LIKE 
VORTICES 

The time difference between the presentations of the 
neighbouring ring-like vortices are equal in value to 
that of neighbour spikes. On the surface (see Fig.9) 
this kind of the ring-like vortices is separated from the 
tip of the A-structure and two legs of the vortex are 
reconnected into a closed ring-like vortex. This 
physical process was suggested by Kachanov for 
several times(1997 private communication). The 
present experiments show the formation of the kind of 
first ring-like vortex is not directly separated from the 
tip of the A-structure. Fig. 13 shows the formation 
process of first ring-like vortex which demonstrates that 
this structure is directly separated from the border of 
the solitary wave inside the butterfly -like structure. 
Why can we see the evolution of flow structures just 
from one picture instead of several pictures such as in 
Fig.9? The periodical features of flow structures should 
be mentioned again. All detailed information for this 
process is clearly to be seen in video. For the second, 
third, and etc. ring-like vortex, the physical mechanism 
for their formation is not very clear now. Maybe, they 
have the same physical mechanism for their formation 
as that of the first ring-like vortex. It is beyond doubt 
mat direct experimental evidence is necessary. Fig. 14 
shows the conceptual sketches of the flow structure 
formation. In fig. 14(a) the formation of the CS-soliton 
and the high-shear layer along the border of the CS- 
soliton at initial stage of transition is given which is the 
same as in natural transition ( Leel997a,b,c; 1998). 
Then the closure vortex is formed because of mass 
conservation and lower convection velocity of the CS- 
soliton. Fig. 14(b) shows the 1st ring-like vortex 
formation along the border of the CS-soliton again 
because of the secondary or higher instability (Herbert 
1988). At this moment the closure vortex is separated 
from the CS-solitons. Fig. 14(c) shows presentation of 
the 2nd ring-like vortex along the border of CS-soliton 
and the head of 1 st ring-like vortex meets the tip of the 
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closure vortex because the head part of this vortex 
appears in a place where the y-position is higher than 
that of the tip-of closure vortex so that it has higher 
convection velocity. After interaction between the head 
of the 1st ring-like vortex and the tip of the closure 
vortex, the rotation speed of the 1st ring-like vortex is 
increased then it is separated from the tip and flies 

downstream at high speed. The 3rd, 4th and 5th ring- 
like vortex are formed along the border of the CS- 
soliton step by step. Their evolution is supposed as 
similar as that of the 1st ring-like vortex. All these are 
shown in Fig. 14(d) and (e). 

Fig. 13 Head part of 1st ring-like vortex (Arrow B)separated from CS-solitons (Arrows A) 

(rate 1:3.3) 

high-shear layer 

CS-soliton 

Fig. 14(a) Formation of the CS-soliton and the high-shear layer 

1st ring-like vonice 

Closure vortex 

■jiJiJiJtft/J/  til*   m  T  I 1 t i 

Figl4(b) Closure vortex formation, separated from the borders of the CS-solitons and the 1* ring-like vortex formation 

st ring-like vorticc 

2nd ring-like vonice 

closure vortex 

Figl4(c) 2nd ring-like vortex formation and the 1" ring-like vortex meet the tip of the closure vortex 

1-62 



st ring-like vortice 

2nd ring-like vortice 

3rd ring-like vortice 

dosure vortex 

, i i i < i 11 i i t > t f t >■  rt***/fitttr 

Figl4(d) 3rd ring-like vortex formation and the 1st ring-like vortex separated from the tip of of the closure vortex 

closure vortex 

1st ring-like vortic« 

2nd ring-like vonice 

3rd ring-like vortice 

* 4th ring-like vortice 

5th ring-like vortice 
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Fig 14(e) Set of ring-like vortices formation 

Furthermore, it is necessary to repeat to mention the 
results of the vortex -ring formation along the border 
of the CS-solitons in natural transition (Lee 1997a,b,c; 
1998). Two reasons are very important to explain the 
high-shear layers and the vortex-ring formation along 
the borders of the CS-solitons: mass conservation and 
low convection speed of the CS-solitons. On the right 
hand side of the CS-soliton, the flow sweeps down 
from the free stream to the its right side. In order to 
conserve mass, the flow above CS-soliton would sweep 
down to their right side. Otherwise the vacuum region 
would be formed. The flow upstream the CS-soliton 
would sweeps down to the near wall region on their left 
hand side. Finally, the high-shear layer and the vortex- 
ring formed along the border of the CS-soliton. As 
mentioned by Lee(1997a,1998a,b,c), the process for the 
vortex-ring formation along the border of the CS- 
soliton appears in the work by Hama et al.(1963) which 
was also found by Lee(1997a,b). For the 2nd, 3rd, 4th 
and 5th ring-like vortex, it is supposed that they have 
the same physical process such as the first ring-like 
vortex which is considered as the secondary instability 
or higher instability of the border of the CS-soliton. 

In order to understand the present results deeply, 
more detailed information is necessary. Because the 
hydrogen-bubble technique strongly dependants on the 
place where the line is mounted, it should be paid more 
attentions to check the flow structures and determine 

the properties. 

6.      LONG-STREAK 
BOUNDARY LAYERS 

IN       TRANSITIONAL 

A long-streak ( See Fig.7) in transitional boundary 
layer are different from that in developed turbulent 
boundary layer (Kline et al. 1967, Lian 1990) in some 
aspects: l.The long-streaks in transitional boundary 
layer present in the near wall region and in the peak 
position But the long-streaks in developed turbulent 
boundary layer appear in the region where the interface 
often appears(Lian 1990) and the stream-wise vortex 
often happen between the high-speed streak and the 
low-speed streak. 2. The long-streak in transitional 
boundary layer represents the features of the CS- 
solitons. The direct evidence shows the formation of 
the long-streak in the region of near to the wall is given 
in Fig. 15. Arrows A and B demonstrate the evolution 
of the form of the CS-soliton into a long-streak, which 
still has the features of CS-soliton. The reason for that 
long-streak behaves the features of the CS-solitons is 
not difficult to be explained. In the near wall region the 
fact of the fluctuations of U-component of velocity at 
low frequency and high amplitude makes the streak 
here longer. In other word, the streak has not only a 
convection velocity but an oscillatory velocity at high 
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amplitude. Then the streak should spread both 
upstream and downstream and the long-streak should 
be formed. From figs. 15 and 6, it is clear to be found 
that the time scales of the head part of A-structure and 
the CS-soliton in X-direction in peak position by 
means of both Taylor Formula and hydrogen bubble 
time line technique. It offers us a solid evidence which 
is used to show that the time traces at low frequency 
and high amplitude in Fig. 10 are generated by CS- 
solitons instead of A-structures. 

Fig. 15 Formation of the long-streak: from the shape of 
rhombus-like(At) to long streak (BT) 
(rate 1:3.3) 

7. DISCUSSION 

It is necessary to pay more attentions to understand the 
present time traces and the time traces by Borodulin & 
Kachanov ( see Kachanov 1994, Fig.30). Because of 
the sensitive length of the probe is two times large than 
that used by Kachanov in Novosibirsk. The amplitude 
of the spikes is not as high as that obtained in former 
work by Kachanov. Because of the same reason, the 
present probe is very convenient to be used to measure 
the large scale structures such as CS-solitons. From the 
near wall region to the external edge of the boundary 
layer, the CS-solitons present periodically in the time 
traces. 

Actually, the time traces just represent the features 
of a wave. It is very difficulty to distinguish wave and 
vortex from the time trace. Flow visualisation becomes 
very important in order to distinguish the characteristics 
of a flow structure and obtain full field information. 

8. CONCLUSIONS 

Based on the above experimental observation, it is 

concluded that the multi-spikes, which are observed in 
the range of one period of the fundamental wave, in 
transitional flat plate boundary layer is generated by a 
set of ring-like vortices and the closure vortex. For the 
first ring-like vortex, the present experimental results 
show it is separated from the solitary wave -like 
structure inside the butterfly-like structure rather than 
separated from the tip of the A-structure. The A- 
structure is part of the perfect butterfly-like structure 
from the initial stage of the transition to the nearly 
developed turbulent flow. Inside the butterfly-like 
structure, the solitary wave, which had been suggested 
in works (Lee 1995b; 1996a,b,c,d; 1997a,b; 1998) and 
in work by Hama many years ago, is observed which 
presents in total boundary layer thickness. Otherwise, 
the observation of the set of ring-like vortices during 
one period of fundamental wave makes it possible to 
explain the physical process for the formation of the 

multi-spikes in the time traces measured by Borodulin 
&Kachanov. 
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EXPERIMENTAL INVESTIGATION OF TURBULENT MIXED CONVECTION HEAT 
TRANSFER IN A VERTICAL ANNULUS FOR AIDING FLOWS 

P.Poskas, B. Jazbutis 

Lithuanian Energy Institute, Kaunas, Lithuania 

ABSTRACT 

We present our experimental results of a study on turbulent mixed convection heat transfer in a vertical annulus di/d2 

= 0.372 for aiding air flows. The experiments were performed with outer and inner tubes only with one-side heating 
at the boundary condition close to qw = const. 

1 INTRODUCTION 

Turbulent mixed convection in vertical tubes has been 
studied for few decades (see for ex. [1, 2]). It was 
revealed that in a heated downward flow, where forced 
convection and free convection are in opposition 
(opposing flows) buoyancy forces cause an 
enhancement of the turbulence of the flow, and the 
heat transfer is higher than for forced convection. For 
upward flow in heated tubes (aiding flows) local heat 
transfer can be significantly lower than for forced flow 
as a result of a partial laminarisation of the flow. 
With increasing of the effect of buoyancy, when the 
free convection component becomes dominant, heat 
transfer for aiding flows also becomes enhanced. 

Data on turbulent mixed convection heat transfer 
in vertical channels of other cross sections are very 
limited. There are some publications on mixed 
convection heat transfer in flat channels (see for ex. 
[3]). This is true for annuli, too. 

Say, [4] is a study of average heat transfer from 
the inner tube of an annulus with the diameter ratio of 
di/d2= 0.742. Aiding and opposing flows were 
steadied in an annular water flow. The decrease of the 
heat transfer was observed in both situations under the 
effect of thermal gravity. This is in contradiction to 
investigations in circular pipes, which indicates that 
the heat transfer rate increases under opposing flow 
conditions. 

Very interesting results were presented in [5], 
where mixed convection heat transfer from inner 
smooth and rough tubes of annulus di/d2= 0.49 was 
investigated. It was shown that with the effect of 
buoyancy the heat transfer increases in opposing 
flows. It decreases and after that recovers for aiding 
flows. Differences between mixed convection heat 
transfers from smooth and rough surfaces were 
revealed. But the channel was rather short (x/d till 
28), so it was not possible to demonstrate all effects of 
mixed convection. 

We have not found any publications on turbulent 
mixed convection heat transfer from the outer wall of 
the annulus. 

We present in this study the results of an 
experimental investigation of turbulent mixed 
convection heat transfer from inner and outer wall of 
vertical annulus di/d2= 0.372 for aiding flows. The 
experiments were performed with outer and inner tubes 
only with one-side heating at boundary condition close 
to qw = const. 

2 EXPERIMENTAL TECHNIQUE 

Investigations were performed on an open-loop wind 
tunnel (Fig. 1). Atmospheric air from compressor (1), 
from witch mechanical impurities and moisture were 
removed, was supplied at about 20 MPa to high 
pressure receivers (2) and then through a moisture 
separator (3) to pressure reducers (4, 5). The pressure 
reducer (5) dropped the air pressure to 0.7 MPa and this 
lower-pressure air flowed to the low-pressure receiver 
(6). After that the air through one of three parallel 
lines with double flowmetering orifices (7) of different 
cross sections was supplied to test section (8), from 
which it was vented into the atmosphere through a 
throttling valve (9). A special air line to the test section 
was used when the air flowrate was less than 25 kg/h. 
In this case the air was supplied to the test section 
through the control valve (10) and the flowmeter (12), 
capable of measuring air flowrate between 1 to 25 kg/h. 
The principal component of this flowmeter was a 
nozzle generating a flow with a uniform velocity 
profile. Reducers, the control valve (10), the bypass 
valve (9), and the throttling slide valve controlled the 
air pressure and flowrate. 

The calorimeter tube in the test section was heated 
by direct current. Type PSM-1000 electromechanical 
converters (13) generated this current The current 
was controlled by varying the voltage to the excitation 
winding of the converter and was measured on the basis 
of the value of U on shunt (14). The high stability of 
the so generated current and therefore the stability of 
the heat evolved to the air were due to the use of a 
negative-feedback electronic control. 
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Figure l.Test rig. 

The 2145-mm-long annulus with a 1400 mm 
electrically heated part was formed by a polished 
stainless steel outer tube (2), 29.75 mm in outer 
diameter, a precision made wall thickness of 0.8 mm, 
and by a replaceable inner tube (1), coaxial in the 
outer tube (Fig. 2). The axially fixed internal stainless 
steel pipe had external diameter of 10.47 mm, wall 
thickness of 0.4 mm. Both tubes could serve as 
calorimeters (1400 mm long). So, the experiments 
were performed with annulus dj/d2 = 0.372 only with 
one-side heating at boundary condition close to qw = 
const 

To reduce heat losses to the surroundings, the 
1600-mm heated length of the annulus was placed in a 
vacuum chamber (3) and surrounded by six cylindrical 
reflecting screens made of 0.15-mm polished stainless 
steel sheets. The screens were suspended from the 
vacuum chamber cover (5). The upper end of the outer 
tube was soldered to the cover of the discharge 
chamber, its housing was welded to the cover of the 
vacuum chamber. Its lower end was soldered to the 
elongation stub located at the bottom of the vacuum 
chamber, which by means of a connecting ring and a 
bellows provided compensation for thermal expansion. 
The outer tube was maintained in a stressed state by a 
spring and was held coaxial with the vacuum chamber 
by means of a Teflon ring. 

Current to the outer tube was supplied from the 
upper copper current-distributing ring, through the 

Figure 2.Test section. 

vacuum-chamber cover and the walls and bottom of the 
discharge chamber. It was led out from the lower 
current-distributing ring, along bronze pins, the bottom 
of the vacuum chamber, flexible copper busbars, and a 
copper ring soldered to the tube. 

The inner tube was suspended in the center of the 
outer tube. Centering was provided in three sections: at 
the inlet, at the outlet, and prior to the heated length, 
where three 0.8-mm-diameter centering pins with 
Teflon insulating tips were placed. The spring held the 
inner tube in a stretched state and compensated for 
longitudinal thermal deformations. The current was 
supplied to the inner tube through the hollow upper 
busbar and central bar (12), its diameter always equal 
to that of the inner tube. 

To stabilize the emissivity, the tubes were subject to 
2-hour roasting in air at 1090 K. 
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Figure 3. Radiation heat fluxes between the tubes for 
different x/d. 

The chromel-alumel thermocouples were contact- 
welded at the outer surface of the outer tube and on the 
inner surface of the inner tube. They were positioned 
on opposite sides of the perimeter in 22 locations 
along the annulus. They were made of 0.2- to 0.3-mm 
wires, coated with heat-resistant insulation. The 
thermocouples were used for measuring the 
temperature as well as for determining the voltage 
drop along the tube. The locations of thermocouples 
on both tubes were identical only when neither of the 
tubes were heated. In the remaining cases they were 
shifted relative to one another due to thermal 
expansion. A correction for this was made in the test 
data. 

The cooling air was supplied to inlet chamber (13) 
through flow equalizing meshes (16). It then flowed 
smoothly through a narrowing down transition piece 
of the annulus, passed the non heated hydrodynamic 
entrance length, and, through the perforated end of the 
outer tube, was exhausted to the mixing device of the 
discharge chamber. The air was removed through an 
outlet, located in the upper part of the discharge 
chamber. The pressure was measured only in two 

Figure 4. The behavior of Nu vs Re for the outer tube of 
an annulus at different x/d: 1.2 - upward flow for p » 
0.1 MPa and p « 0.7 MPa, respectively, 3 - downward 
flow at p » 0.7 MPa. The heat flux parameter q\ » 
0.0005 - 0.0003, I - for laminar flow 161, II - for 
turbulent flow 111. 

points - at the annulus inlet and in the vacuum 
chamber. 

The air temperature was measured by thermocouples 
in several locations of the discharge chamber and at the 
start of the hydrodynamic entrance region. The heat 
losses to the surroundings were measured by placing 
eight thermocouples along the first reflecting screen. 

All the electric signals from thermocouples, as well 
as from instruments measuring the voltage drops along 
the tubes and shunts, were measured by means of an 
automatic data acquisition system. 

The reference parameters for Re, Nu and Gr 
numbers were local bulk flow temperature and velocity, 
entrance pressure and equivalent diameter. 

As we see this study was performed with an annulus 
of relatively small diameters di and d2 but using a 0.7 
MPa airflow pressure. This allowed us to cover rather 
wide ranges of buoyancy parameters. Tentative 
experiments showed a week effect of buoyancy at 
atmospheric pressure of the air in such channel. 

To define the heat flux through the vacuum-shield 
and radiation flux between inner and outer tubes special 
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Figure 5. The behavior of Nu vs Re on the inner tube 
for different x/d: notations as in Fig.4. 

calibration tests were performed with vacuum not only 
in the space of six cylindrical reflecting screens but 
also between the tubes of the annulus. In this case 
only the inner tube was heated. The heat emitted by 
the inner tube was transferred by radiation to the outer 
calorimeter tube, and was sinked by radiation across 
the vacuum insulation layer. 

The measurements in this case covered the 
temperatures of the inner Twi and outer Tw2 tubes, of 
the first reflecting screen TSi, power of the electric 
current, and voltage drop along the inner tube, with 
the account of the heat conduction along each of the 
tubes. Wall temperatures covered were from 100 C to 
about 600 C in steps of 50 C. 

The test points for each circumference of 
measurement were interpreted in coordinates: 

qir lw\ w2. 

Tw\ — Tw2 
Ä&    -fe)3 100 100 

between the inner and outer tube, and in 

^— = /[&-Ö4] 
Tw2 - T 3 100 100 

between the outer tube and a reflecting screen. Fig.3 
illustrates the test points for the above relations. A 
conclusion follows from the experiment, that the 
relations is close to linear for variable heating rates, 
and some relation with the dimensionless length x/d is 
evident. Numerical values of the test points were 
approximated for each circumference by a second - 

80  x/d 

Figure 6. The variation of temperature of the outer - 
tube wall for different Re. 

order polynomial. This yielded the corresponding 
relations for the calculation of the radiation heat fluxes 
qir in main experiments. 

3 RESULTS AND DISCUSSION 

Mixed - convection heat transfer was studied at air 
pressures p about 0.7 Pa. In the absence of any 
prediction of turbulent heat transfer in annular channels 
for forced convection in the low range of Re, the tests 
were also performed at air pressures close to the 
atmospheric one, for a minimum free convection effect. 

Fig.4 and 5 illustrate the behavior of Nu vs Re at 
different distances from the start of heating of the inner 
and the outer tubes di/d2 = 0.372. Note a higher effect 
of thermal gravity on the outer wall, than on the inner 
one, for the same Re. One more observation is that the 
effect of thermal gravity increases with an increase of 
x/d. For x/d about 9 and Re over 4000, the heat 
transfer at p about 0.1 and 0.7 MPa is actually the 
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Figure 7. Relative heat transfer from the outer tube of 
an annulus for different heat loads: 1 - q+b » 0.0007 - 
0.0004, 2 - q+ja » 0.0006 - 0.003. 

same, but for higher x/d a decrease of turbulent heat 
transfer is evident at higher pressures because of the 
thermal gravity force effect. At p about 0.1 MPa the 
heat transfer is actually the same for either downward 
of upward flow of air. This speaks for the absence of 
any effect of thermal gravity on forced convection heat 
transfer. 

The behavior of the wall temperature along the 
tube is demonstrated in Fig.6. Local maxima of 
temperature are noted at specific values of Re, same as 
in a hollow pipe. The maxima are more evident at 
higher heat loads. Besides, they are more pronounced 
on the outer tube. 

Relative heat transfer as a function of the buoyancy 
parameter GrA/ Re2, with the heat transfer at p = 0.1 
MPa as a reference, that is for forced heat transfer, is 
demonstrated in Fig.7. Same as for a hollow single 
pipe, the heat transfer decrease is related to x/d. The 
large the x/d, the more evident the heat transfer 
decrease. A stratification of the test points may be 
noted for different heat loads, and is especially evident 
on the location of the minimum heat transfer. 
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Figure 8. A comparison of the relative heat transfer 
from inner (2) and outer tubes of the annulus di/d2 = 
0.372 for low heat loads. 

A comparison of the relative heat transfer from the 
outer and the inner tubes of annular channels shows for 
arbitrary x/d and configurations of the channels, a more 
significant decrease of the heat transfer from the outer 
tube, than from the inner one, Fig.8. 

For the outer tube of an annular channel d]/d2 = 
0.372, the maximum decrease of the heat transfer 
equals 40% of the corresponding heat transfer of a pure 
forced convection. For the inner tube of the same 
annulus the decrease is   less, about 20%. A similar 

2-7 



Situation is observed at higher heat loads. As it was 
demonstrated in many papers the maximum decrease 
of the heat transfer in vertical hollow pipes is 50-60 
%. 

CONCLUSIONS 

Experiments of mixed turbulent convection in a 
vertical annulus for aiding flows lead to the following 
conclusions: 

1. The behavior of the heat transfer on either the 
outer or the inner tube of the annulus, under thermal 
gravity is similar to that in a vertical tube. That is, for 
weak effects of thermal gravity the heat transfer rate is 
lower, than for forced convection heat transfer, but is 
restored at higher effects of thermal gravity. 

2. When only the inner tube of the annulus is 
heated, the effect of thermal gravity is lower, than for 
only the outer tube heated and in both cases it is lower 
than for vertical pipe. 

NOMENCLATURE 

d 
di,d2 

q+=qw/puCpTf 

T 
u 
x 
P 
GrA=Grq/4RePr 

Grq 

GrA/Re2 

Nu 
Pr 
Re 

Specific heat, J/kgK 
Hydraulic diameter of annulus, m 
Diameters of the inner and outer 
cylinders   forming   the   annulus, 
respectively, m 
Heat flux density, W/m2 

Heat flux parameter 
Temperature, K 
Bulk velocity, m/s 
Distance from start of heating, m 
Density, kg/m3 

Grashof number defined by the 
longitudinal gradient of the bulk 
temperature of the fluid 
Grashof number defined by the 
heat flux specified on the surface 
Buoyancy parameter 
Nusselt number 
Prandtl number 
Reynolds number 

SUBSCRIPTS 

0 
1 
2 
in 
f 
P 
w 

Refers to forced convection 
Refers to inner wall of an annulus 
Refers to outer wall of an annulus 
Refers to the conditions at the inlet 
Refers to the flow 
Refers to the constant pressure 
Refers to wall conditions 
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ABSTRACT 
The object of the study is the free convection boundary layer formed on the vertical isothermally heated plane 
surface.The results of-the experimental study of the free convection boundary layer structure are shown. The boundaries 
of the dynamic and heat viscous sublayers are determined. The existence of the dynamic and heat layers of buoyancy 
force are proved. The boundaries of the above said layers are determined. The empirical ratios to describe the 
distribution of the longitudinal velocities and temperatures along these layers are hereby represented. The experimental 
study of such flows is very difficult since the flow velocities are very low (not above 60 cm/s), the turbulence degree is 
high (up to 30%) and the flows are non-isothermal. The latter makes difficult the use of hot wire anemometer method to 
measure the free convection flow velocity. 

1 EXPERIMENTAL UNIT 

A generator of the free convection flow is a vertical 
aluminium plate as wide as 90 cm and as high as 
4.95 m. From the back side of the plate there are 25 
heaters which are controlled by the electronic system 
which is able to keep the set heat regime for a long 
time (6-8 hours). When setting any regime to each of 
25 sections the different laws of the surface heating, in 
particular the constant surface temperature, can be 
simulated by the surface height. Due to the 
considerable height of the plate there can be obtained 
all the three flow regimes such as laminar, transitive 
and   developed   turbulent   up   to   Grashof  number 

45 X 10 .To transfer the sensor in the air flow a 
coordinate mechanism is created. This coordinate 
mechanism provides the precision of the shift along the 
vertical coordinate about 1 cm and along the normal 
coordinate with regard to the surface (it means across 
the boundary layer) about 1 micrometer. The shift 
along the normal coordinate is remote controlled. In 
addition, the measurement of the flow parameters in 
one section of the boundary layer is totally automated 
thanks to the use of the specially designed equipment 
and computer software. 

In the course of the experiment there were 
measured the average and fluctuation temperature 
components. All the measurements were made by 
using he resistance thermometer and the hot wire 
anemometer. As a sensor a tungsten wire of 
5 micrometers diameter and 3-4 mm length was used. 
It is known that when using the hot wire anemometer 
to measure the velocity in non-isothermal flow the 
influence of the temperature should be taken into 
account to decode the hot wire anemometer readings. 
To our opinion, almost all the existing methods of the 
thermal compensation can not be used for this free 
convection flow which is featured by low average 

velocities and high turbulence degree as it was above 
noted. Therefore, a new method of thermal 
compensation by the actual temperature was 
developed. Without describing this method in detail it 
should be only noted that unlike other methods of the 
thermal compensation by the average temperature, in 
this method the readings of the hot wire anemometer 
which correspond to the actual temperature in the 
given point of the area are decoded taking into account 
the actual temperature in this point. 

All the measurements were made at the 
constant surface temperature which is 70°C. The air 
temperature at the exterior border of the boundary layer 
was constant and equal to 25-26°C up to the height 2 
meters and then it was being increased and reached 27- 
28°C when the height reached 5 meters. 

2 CALIBRATION UNIT 

To carry out a new method of the velocity 
determination a special calibration unit was designed. 
The main principle of the unit operation is a regular 
sensor movement at the set velocity in the stationary 
non-isothermal air. This unit can calibrate the sensors 
at the velocity from 1 to 50 cm/s and the temperature 
from 20 to 80°C. 

In literature various methods of the sensor 
calibration are described. In the most part of these 
methods the flow moves past a stationary sensor. In 
this work another method is used. It's the sensor who 
moves at a set constant velocity past the stationary air. 
The operation of such a calibration unit can be outlined 
as follows: a small truck with the fixed sensor goes by 
the horizontal lines . This truck is put in motion by the 
electric motor via the reduction box which can change 
the truck speed. The motor and reduction box are 
remote controlled 
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The sensor goes about a horizontal tube axis. 
The truck speed is determined by the time during 
which the truck passes the basis distance. To create 
non-isothermal flow, the air in the tube is heated with 
the use of infrared emission. A special study was 
made to determine the influence of the heater power 
and the heating time on the temperature distribution in 
the tube. 

For the simultaneous measurement of the 
velocity and the temperature there was used the two 
wire sensor: the hot wire measures the velocity and the 
cold one measures . the temperature. These two 
tungsten wires were located at the dimension 3.5 mm 
each from other and perpendicular to the axis of the 
tube. Such a design of the sensor eliminates the 
influence of the hot wire on the cold one. 

The calibration consisted in obtaining the 
measurements sufficient for the statistic treatment at 
different sensor movement velocities by the unevenly 
heated stationary air. The sensor calibration time is 
about 2 hours. After recording all the required 
measurements the computer data treatment is carried 
out. For the further use of the obtained data the 
calibration results are provided as a ratio of the hot 
wire anemometer voltage to the flow velocity. The 
parameter is the air temperature. 

It is very important to note that when using a 
measurement procedure like this, there is a thermal 
compensation of the readings of the hot wire 
anemometer by the actual temperature value. This is 
one of the key features of the measurement in this 
work. 

3 ANALYSIS OF EXPEREMENTAL DATA 

3.1 Profiles of average values of longitudinal 
velocity and temperature within the transitive 
region 

It is commonly known that the profiles of average 
velocities and temperature depends a lot on the flow 
regime in the boundary layer. For example, based on 
our data, in the case of the turbulent flow regime the 
profiles of the longitudinal velocity component become 
more filled compared to such profiles in the laminar 
flow regime, and the exterior region of the boundary 
layer (i.e. the region from the maximum of the average 
velocity to the exterior layer boundary) is more than 
90% of the total layer thickness. The thickness of the 
boundary layer at the unit was varied within the range 
2-3 cm in the lower part of the plate (Grashof number 

Grx was about 105 -*-108) to 20 cm in the upper part 

of the plate (Grx =10I0-10"). 

First of all, the results obtained for the region 
of the transition of the laminar regime to the turbulent 
one are subject to the analysis. This region is still 
hardly   studied,   mainly   because   of  the   measuring 

difficulties which are due to big intermittence and 
intensive fluctuations. A method of the thermal 
compensation of the hot wire anemometer by the actual 
temperature used in this work does not depend on the 
intensity of the fluctuations. This made possible to 
make measurements in the transitive region. 

Fig.l and 2 show the evolution of the 
longitudinal velocity and temperature profiles in the 
boundary layer transitive region. The data are given for 
more convenience as dependencies of non-dimensional 

velocity Us (Us=U/(g$ATx)]/2) and 

temperature 0 (0 = (T - 7„ ) / AT) on non- 

dimensional coordinate r\ (T| = y ■ Gr%4 IX). 

Where g is gravitational acceleration, ß is volume 

expansion coefficient, AT=TW-Tx is difference of 

surface temperature Tw and air temperature Tx 

beyond the boundary layer, x is longitudinal 

coordinate along the surface, Grx = g$ATx3 I' V2 is 

Grashof number. Fig.l-a and 2-a demonstrate that the 
average velocity and temperature profiles are very close 
to  the  laminar profiles  even  at  Grashof numbers 

3 109 - for US(T)) and 1.9 • 109 for 0(Tl). At the 

same time, based on other flow characteristics, the 
transition processes have already started developing. 
Especially, the increase of the fluctuation intensity is 
evident. I.e. if the start of the profile characteristics 
change is used as a criterion of the transition start, then 
the transition slows down. More intensive fluctuations 
do not still result to the change of the average 
characteristics. 

Fig.l-b and 2-b show the change of the 
velocity and temperature profiles, respectively, in the 
middle of the transitive region. The lines show 
conventionally the boundaries of this change, i.e. the 
profiles characteristic of the laminar and developed 
turbulent regions. Fig.l-c and 2-c below demonstrate 
the laminar and turbulent profiles in full in order to 
show how they change. The analysis of the 
experimental data represented on the figures shows that 
the boundary layer becomes thicker in the transitive 
region very fast, the velocity maximum is decreased 
and the slope of the temperature profile near the surface 
is fast increased. 

The value of Grashof number corresponding 
to the end of the transitive region when the profiles 
become like for the turbulent regime turns out to be 
lower than the value of Grashof number determined 
based on other characteristics. In other words, at the 
beginning of the transitive region the average velocity 
and temperature profiles start slightly changing with 
significant conservatism, but coming down to the end 
of this region the profiles become very fast like for the 
developed turbulent flow regime. In this case the 
fluctuation characteristics are relaxed at some distance 
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along the plate to the constant value corresponding to 
the developed turbulent regime. 

3.2 Region of «Buoyancy Force Layer» 

In work [1] based on the theoretical analysis of the free 
convection boundary layer equations the following 
supposition was made: there is a specific region named 
by the authors as «Buoyancy Force Layer». Using the 
expertimental data [2] the authors obtained the 
empirical dependencies for the average velocity and 
temperature in this region. Unfortunately there are only 
a few works which paid their attention to the Buoyancy 
Force Layer. 

In the present work the systematic study of the 
average velocity and temperature profiles was made in 
the purpose to determine the buoyancy force layer and 
its boundaries as well as to get more accurate empirical 
coefficient values in velocity and temperature 
dependencies. A region where the below dependence is 
correct is hereinafter called as «heat buoyancy force 
layer»: 

e = AT+BT-(y/T\in) 
-1/3 

at hT]<y< h. T2   ' (1) 

A region where the below dependence is correct is 
hereinafter called as "dynamic buoyancy force layer»: 

at 

U/Ui,=Aü+Bü-b/i\bf 
hvl<y<hu2 . (2) 

Where: hT[, hT2 and ha], hU2 are the boundaries of 

these two regions, respectively,  Uin = (gßATa)1'3 

and r\in =(gßA7a~2)~1/3 are the scales of the 

velocity and length, where a is a kinematics heat 
conductivity coefficient. 

As a result of the treatment of the 
experimental velocity and temperature profiles 
according to the dependencies (1) H (2) the boundaries 
of the heat and dynamic layers of buoyancy force and 
empirical coefficients of these dependencies were 
determined. Fig.3 shows the dependence of 

coefficients AT and BT on Grashof number. It is 

evident from the figure that these values have almost 
constant values (AT ~— 0.24, BT ~ 1.25) along all 

the turbulent region and neighboring transitive region 

(Grx = 7 • 109 -5- 5 • 101'). Unfortunately there are 

almost no literature data on the values of the 

coefficients AT and BT. However, these values were 

determined in the works [1] (Ar=-0.35, 

BT = 1.45) and [3] (-0.36 and 1.42, respectively). 

In order to get more rich comparison data basis in the 

present work the proper treatment of the temperature 
profiles obtained in [4,5] was made, the coefficients of 
dependence (1) were determined. The obtained results 
as well as the data of [1,3], are demonstrated on Fig.3. 

The average longitudinal velocity profiles 
were analyzed and the values of the coefficients Av 

and By were determined the same way. The 

dependence of these coefficients on Grashof number is 
shown on Fig.4. This figure also shows the only one 
value of these coefficients given in literature 
(-9.3 and 12.3, respectively) obtained in [1]. This 
figure also notes the results of the study of the velocity 
profiles measured in [4,5-7]. It is interesting to note 
that the region of the linear dependence of the velocity 

on the value  {y/r\in)     may be found also in the 

transitive region and even in the laminar flow region 
(see Fig.4) that is not correct for the same region for the 
case of the temperature profile. This raises some 
doubts in how the dynamic buoyancy force layer is 
peculiar of the free convection flow. Therefore, this is 
matter of interest to determine the boundaries of the 
buoyancy force layer and, as a result, of its role in the 
structure of the free convection boundary layer. 

The analysis of the obtained results show that 
the boundaries of the heat and dynamic layers of 
buoyancy force do not coincide: the dynamic layer is 
very thin. It is about at 0.4 - 2.5 mm from the wall. 
The heat layer is significantly thicker and located 
farther from the wall (from 2.0 mm to 12.0 mm). If 
taking into account that the coordinate of the average 
velocity maximum at the turbulent flow regime is 
8 - 9 mm, then the heat layer of buoyancy force covers 
fully the maximum velocity region. 

Fig.5 shows the coordinates of the boundaries 
of heat viscous sublayer (Sr) and buoyancy force layer 

(hTl and hj2) depending on the distance x along 

with the plate. Fig.6 shows the coordinates of the 
boundaries of dynamic buoyancy force layer (hv, and 

hU2) and dynamic viscous sublayer (8^). It is 

evident from Fig.5 that while the turbulent regime is 
developed, the heat layer of buoyancy force starts 
being formed near the heat viscous sublayer. Actually 
there is no buffer zone between these two layers. Fig.6 
shows absolutely another situation: viscous sublayer 
completely laps a very thin dynamic layer of buoyancy 
force. In this case the flow regime does not influence 
very much the boundaries of the buoyancy force layer. 
Apparently, the following conclusion can be made: the 
dynamic layer of buoyancy force does not play any 
important role in the structure of the free convection 
boundary layer. On the contrary, the heat layer of 
buoyancy force is the definite region peculiar just to the 
turbulent flow regime. This layer is located just above 
the heat viscous sublayer and covers the region of the 
maximum average velocity. Its boundaries are constant 
at the turbulent flow regime.   The dependence of the 
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temperature on the transversal coordinate in the heat 
layer of buoyancy force for the Grashof number values 

Grx =7-10 -^5-10 can be described with the 

following empirical dependence: 

0 = 1.25 \y/y\iny
ß- 0-24 

at 0.40 <(^/riJ"1/3< 0.74.      (3) 

3.3 Profiles of velocity and temperature component 
fluctuations 

When studying the velocity and temperature component 
fluctuation in free convection flows first of all the 
following factor attracts attention: the fluctuation 
intensity in such a kind of flows is very high. The 
intensity of temperature fluctuations 

IT = (t )' /AT in the developed turbulent flow 

region may achieve about 0.14-^0.18, and the 
intensity     of    longitudinal     velocity     fluctuations 

Ifj = (u2y/2/Um is from 0.20 to 0.30 and based on 

some data (for example, [8]) it even achieves 0.40. 
Obviously, the process of the fluctuation characteristics 
measurement in such a kind of flows is very difficult. 
Some special methods of measurements are required. 
As above noted, the method of thermal compensation 
by actual temperature used in this work limits neither 
non-isothermal degree nor fluctuation intensity. Using 
this method the measurements of the fluctuation 
velocity and temperature components in the transitive 
and turbulent flow regions were made. 

Fig.7 shows the distribution of the temperature 
fluctuation intensity compared to the results of various 
works. The agreement of the data of this work and 
other works should be noted. The intensity IT reaches 

its     maximum     value     at    the     point     L, ~ 0.7 

(C, = y ■ Nux /x). The dimensional value of this 

coordinate is 4 mm from the wall. There is some 
difference only in data of this work and [6], where a 
thermocouple was used to measure temperature. 

This situation with the velocity fluctuation 
measurements is far different. Fig.8 represents the 
distribution of the value Iu . Fig.9 shows the intensity 

of  the   fluctuation   of  normal   velocity   component 

Iv = (v ) /Um compared to the data of other 

works. The significant difference in the results of 
present work and the most part of other works is 
obvious. This difference is not only in quantity but also 
in quantity. 

Based on our data the maximum of the 
velocity fluctuations in the turbulent region is recorded 
near the wall - between the boundary of the viscous 
sublayer and the coordinate of the average velocity 
maximum.   The coordinate of the maximum velocity 

fluctuation    intensity    is     C, ~ 0.8 ■*■ 0.9. The 

dimensional value of this coordinate is about 5 mm 
from the surface. This point is a little bit farther from 
the wall than the coordinate of maximum IT . Such a 

location of the region of maximum values lu and Iv , 

to our opinion, does not contradict with physical 
property of flow. In fact, near the wall the gradient of 
the average temperature is high, and, as a result, the 
buoyancy force is also high. At the same time the 
gradient of the average velocity is also high due to the 
inhibiting effect of the wall on the flow in this region. 
Therefore, it seems to be reasonable that the maximum 
generation of the turbulence occurs near the boundary 
of the viscous sublayer in the region of high velocity 
and temperature gradients. However, Fig.8,9 
demonstrate that based on the data of the most authors 
the fluctuation maximum is, on the contrary, in the 
external region where the velocity and temperature 

■fluctuations are considerably lower. It should be noted 
that in this region on the plots built by the data of 
present work there is some plateau. Naturally, in the 
external part of the boundary layer the flow slows down 
when contacting with the external motionless air. But it 
is still an open question why many authors show the 
fluctuation maximum exactly at this point and not in the 
internal region of the boundary layer. 

To our opinion, the analysis of such results 
shall take into account the features of the velocity 
measurement methods used by various authors. In 
particular, the results of [4] are obtained with the use of 
hot wire anemometer with analogous thermal 
compensation. In this case some errors which always 
take place, when any model is used to describe the heat 
exchange between the anemometer hot wire and air, 
may result in errors in thermal compensation. This will 
inevitably influence the result of the velocity 
measurement. Data [6-7,9] are obtained with the use of 
LDV. This method is known to have a lot of 
disadvantages in measuring in the region of high 
velocity and temperature gradients. It should be noted 
that the results which are in quality close to our data are 
obtained in [2], where the hot wire anemometer was 
used to measure the velocity. In [2] the signal 
treatment was made in digital form. For the present 
work the discrete signal treatment was applied: all the 
frequencies existing in the flow are recorded without 
distortion. This discrete signal treatment in addition to 
the thermal compensation by the actual temperature are 
the key reasons of the difference in the near wall 
results. 

The results of the measurement of the intensity 
profiles of longitudinal velocity I(j{y) and 

temperature IT(y) component fluctuation in the 

transitive region of the boundary layer are shown on 
Fig. 10,11. These figures show that at the beginning of 
the transitive region the intensity profiles have two 
maximums: the one is near the external boundary of the 
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viscous sublayer and the other one is in the average 
velocity maximum zone. Then, while downstream the 
boundary later is developed, two maximums becomes 
one big maximum, and the profiles of fluctuation 
intensity Iv{y) H IT{y) becomes like for the 
turbulent regime. Unfortunately the available literature 
provides only two references about the work when the 
similar measurements in the transitive region were 
made. In work [8] when measuring in air the authors 
also noted the formation of two maximums on the 
profile Iyiy) in the transitive region. The authors of 
[10] remarked the similar phenomena when making the 
experiments in water. However, the information in 
[8,10] is not sufficient to make any conclusions on the 
location of these maximum with regard to the boundary 
layer regions. 

In present work  the  measurements  of the 

turbulent shear stress Xm. = — puv and two 

components of the turbulent heat flux vector 

(qx=-pcput    H    q   =—pc vt)   were   made. 

Fig. 12 represents the results of the measurements of the 
longitudinal turbulent heat flux qx. For the 
comparison with the experimental results of other 
authors  the  data of present work are  given  as  a 

correlation coefficient RUT = ut/(u t ) (as the 
most results available in the literature are presented in 

such a form) and as a correlation ut referred to the 
constant scale. This figure and all the other figures 
show by the abscissa the maximum values of the 
fluctuation intensity of the temperature ITm and the 

longitudinal velocity IUm as well as the maximum 

value of the average velocity value Um in this section 
of the boundary layer. The analysis of the data given 
on Fig. 12 shows good agreement of the data of this 
work with the one of most works. 

The   turbulent   shear   stress   profiles    T^. 

measured in present work are shown on Fig. 13 along 
with the data available in the literature. It should be 
noted that the results of the present work are similar to 
the ones of most authors. However, there is a 
significant difference near the wall. This is caused by 
the same reasons which are mentioned above referred 
to the analysis of the flow fluctuation characteristics. 
The plots show very well that the coordinate of the 
average velocity maximum is much closer to the wall 
than the coordinate where the turbulent shear stress 
becomes equal to 0. 
plate, Int. J. Heat Mass Transfer, 1988, V.31, N 10, 
p.2101-2111. 
6. Miyamoto M., Okayama M. An experimental study 
of turbulent free convection boundary layer in air along 
a vertical plate using LDV, Bull. JSME, 1982, V.25, 
N 209, p. 1729-1736. 

The shear stress T depends on the sign of 

the derivative of the average velocity by the normal 
coordinate  (Xxy <^ dU/dy).     Hence,  in  the  free 

convection boundary layer the sign of the turbulent 
shear stress shall change. The experimental data of 
present work and the results of the works [9,11] are not 
in conflict with the said factor. On the contrary, the 
data [5] under which the turbulent shear stress is always 
negative, are doubtful. Apparently, the reason of the 
difference in results of [5] and most data in the near 
wall region is that the authors of [5] used analogous 
thermal compensation of hot wire anemometer signal. 
The data of work [12] seems to be also questionable: 
under these data. The Reynolds stress is positive along 
all the thickness of the turbulent boundary layer. It 
should be noted that the velocity component V which is 
normal to the surface was not measured in [12] but 
calculated. 

Fig. 14 demonstrates the distribution of the 
transversal turbulent heat flow q    compared to the 

results of other works. In the near wall region the 
results of present work are much differed not only in 
quantity but also in quality from the results of other 
authors. 

This work is conducted thanks to the financially 
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VARIABLE PROPERTY MIXED CONVECTION : LOW-REYNOLDS-NUMBER AND 
STRAIN PARAMETER EDDY VISCOSITY MODEL RESULTS 

M.A. Cotton, J.O. Ismael(1) and P.J. Kirwin*2* 

School of Engineering 
University of Manchester 

Manchester M13 9PL 
U.K. 

ABSTRACT 

Turbulent flow in vertical heated pipes may be strongly modified from the forced convection condition by the action 
of buoyancy. Such 'mixed convection' flows may be complicated further as a consequence of other effects due to the 
temperature dependence of fluid properties. In the investigation reported here comparisons are made between 
experimental data and two eddy viscosity models : the well-established k-e model of Launder and Sharma (1) and the 
recent 'strain parameter' (or k-e-S) model of Cotton and Ismael (2). 

1 MIXED CONVECTION AND VARIABLE 
PROPERTY INFLUENCES 

The heat transfer regime of turbulent mixed convection 
arises where a forced flow is significantly affected by 
buoyancy forces. Consideration is given here to flow in 
a heated vertical passage. In such a configuration 
buoyancy forces cause changes to the shear stress and 
velocity profiles in the region of the heated surface, 
thereby also altering the turbulence production and 
diffusion processes of the flow. Heat transfer 
characteristics are in consequence different from those 
of a forced convection flow at the same Reynolds and 
Prandtl numbers. In ascending flow it is found that heat 
transfer effectiveness, quantified in terms of Nusselt 
number, may be either impaired with respect to forced 
convection values (at lower levels of buoyancy 
influence) or enhanced (at higher levels of buoyancy 
influence). The maximum impairment condition 
corresponds to a situation where partial laminarization 
of the flow has occurred. (Heat transfer effectiveness 
in descending flow is enhanced through the regime.) 
Experimental, analytical, and computational studies of 
turbulent mixed convection are discussed in the 
monograph of Petukhov and Polyakov (3) and the 
review paper of Jackson et al. (4). 

A dimensionless group known as the 'buoyancy 
parameter', Bo, is used here to characterize the extent 
of buoyancy influence.  The buoyancy parameter was 

developed in the semi-empirical analysis of Hall and 
Jackson (5) and is written here in the form quoted by 
Jackson et al. (4): 

Bo = 8 x 104 Gr 
Re3.425pr0.8 (1) 

Variable property effects other than those associated 
with buoyancy become significant where the temperature 
variations in a flow are large. An appropriate 
dimensionless measure of axial temperature variation is 
provided by the 'heat loading parameter', q+: 

q* - 
D d0„ 

pU, cP*b 40K   dx 
(2) 

A marked axial variation of temperature will produce 
significant bulk acceleration of the flow and attendant 
influences on turbulence. A second variable property 
effect arises in consequence of the radial variation of 
temperature. An increase in kinematic viscosity with 
temperature in an air flow will act to reduce local 
turbulent Reynolds number and hence the diffusivity of 
the flow. This effect is particularly important in wall 
regions where turbulent Reynolds number is low and 
temperature high. Rearrangement of the definitions of 
Nusselt number and q+ yields 

(1) Present address: Department of Manufacturing and 
Engineering Systems, Brunei University, 
Uxbridge UB8 3PH, U.K. 

(2) Present address: Perkins Technology Ltd., 
Peterborough PE1 5NA, U.K. 

K ~ h      RePr 
6u Nu 

(3) 

Now, in the absence of effects due to mixed convention 
and axial property variation discussed above, Nu — 
Re08 in a thermally fully-developed region.   Hence, 
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neglecting a relatively weak Reynolds number 
dependence, Equation (3) indicates that q+ may also 
serve as a measure of normalized wall-to-bulk 
temperature variation. 

In the present work comparison is made with 
experimental data for ascending air flows in vertical 
pipes. Figures 1 and 2 are in the form of 'maps' 
showing the range of buoyancy influence and heat 
loading encompassed by the datasets of Carr et al. (6), 
Steiner (7), Polyakov and Shindin (8), Shehata and 
McEligot (9), and Vilemas et al. (10). Ten individual 
sets of data for Nusselt number development have been 
selected here from the measurements of Steiner (SI to 
S4), Shehata and McEligot (SMI to SM3), and Vilemas 
et al. (VPK12, VPK11, and VPK10). Table 1 details 
the values of Bo and q+ prevailing at the start of 
heating in these cases. The values of heat loading 
parameter are relatively low in Steiner's data (i.e. low 
only in relation to the data selected from References (9) 
and (10)). At higher values of q+, it is seen that the 
data of Shehata and McEligot and of Vilemas et al. are 
arranged in Table 1 to give a monotonic increase in Bo. 
For purposes of comparison with the results below, the 
final column of Table 1 gives approximate values of 
Nusselt number for fully-developed, constant property 
forced convection heat transfer as estimated from the 
equation Nu„ = 0.022 Re08 Pr05 (Kays and Leung 
(11)). The data are discussed further in § 4, and more 
detailed accounts of the conditions of the individual 
experimental runs may be found in the original works 
and the summary tables of Kirwin (12). 

2 AN OUTLINE OF THE STRAIN PARAMETER 
MODEL 

2.1 High-Reynolds-number approaches 

-ÜV = C„ f k au 
c   3y e   dy 

(5) 

The importance of (k/e) 3U/3y in characterizing near- 
wall turbulence has been established by Lee et al. (13). 

It is seen below that the group also arises as a limit 
that results from a more general approach which seeks 
to provide a representation of the strain history of a 
flow. 

2.2 Effective total strain concepts 

Under conditions of high strain rate, or short periods of 
straining, the instantaneous Navier-Stokes equations may 
be linearized and thus reduced to the formal 
approximation known as 'Rapid Distortion Theory' 
(RDT), see for example Hunt and Carruthers (14). A 
result of RDT applied to homogeneous flows with strain 
rate 3U/3y is that the ensemble-averaged structural ratio 

-üv/k  at time t depends upon total strain, a(t) : 

a(t) 
3U f  _ 

I ay 
(T) dr (6) 

Maxey (15) sought to extend the concept of total strain 
to have utility beyond RDT conditions : in order to do 
this, however, account must be taken of the finite eddy 
timescale, or 'lifetime', which is of order k/e. The 
approach adopted by Maxey was to introduce an ad hoc 
equation for a : 

da 
dt 

3U 
3y 

a 
T7 (7) 

Conventional high-Reynolds-number k-e models 
determine the Reynolds shear stress in a flow with a 
principal strain rate dU/dy as 

-uv c   k2 3U 
*   e   3y 

(4) 

Equation (4) viewed in 'structural' terms advances a 
linear relationship between -üv/k and (k/e) 3U/3y, 
the latter expression representing the product of the 
local strain rate and the local large-scale turbulence 
timescale. Dimensional analysis shows only that 

-üv/k = F[(k/e) dU/dy] and therefore, still working 
in Wg/i-Reynolds-number terms (i.e. disregarding 
viscous effects), a damping function may introduced to 
Equation (4): 

where TD is a large-scale turbulence timescale 
(associated below with k/e). a determined as the 
solution of Equation (7) becomes an effective total 
strain, recovering Equation (6) where RDT is 
applicable, and asymptoting to TD.3U/3y under slowly 
changing conditions. Thus TD.aU/3y, or (k/e)3U/3y, 
may now be viewed as the total strain truncated on eddy 
lifetime. 

The present modelling approach, which is based 
upon the work of Maxey (15) and the earlier study of 
Townsend (16), adopts a 'strain parameter', S, as the 
subject of a third scalar transport equation 
(complementing the conventional k- and e-equations). 
In application to an inhomogeneous flow in simple shear 
the S-equation reads 

DS 
Dt 

k 
e 

[3Ul 2    a "t  3S 

I ay J dy <*, 9y 

S 
<k/€) 

(8) 
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Now, material fluid elements arriving at a given point 
by different paths will experience different strain 
histories. Thus, following Townsend (16), the diffusive 
term of Equation (8) is included on the basis that 
"qualitatively, the variations of path affect the mean 
total strain in much the same way as an eddy diffusivity 
of the mean total or the effective strain". Lumley et al. 
(17) advance an equation for inverse timescale (or strain 
rate) with features similar to those of Equation (8). In 
their Figures 2.4.1 and 2.4.2 they provide a graphic 
illustration of the properties of such equations by which 
a point "is influenced by an integral back along the 
mean streamline through the point, with a spreading 
zone of influence and a fading memory". 

S determined as the solution of Equation (8), or 
alternatively as the solution of Equation (18) in the 
present set of calculations, acts to modify the model 
constitutive equation via its action as the independent 
variable of the principal damping function, cf. Equation 
(5) and Equation (12). A fuller discussion of different 
effective total strain approaches and the present k-e-S 
strain parameter model is provided by Cotton and 
Ismael (2). The reader might also be interested in the 
notion of effective total strain modelling as developed by 
Mankbadi and Liu (18). 

3 MEAN FLOW AND TURBULENCE MODEL 
EQUATIONS 

3.1 Mean flow equations 

The flow is taken to be axi-symmetric and swirl-free, 
and the thin shear approximations are applied. The 
mean flow equations of continuity, momentum, and 
energy are written below in cylindrical polar 
coordinates: 

1 »0*v) + »^-o 
r  or dx 

(9) 

r or dx dx   r or 

i*ferVh)**<pUh).!.2. 
r or dx r dr 

3.2 Turbulence model equations 

BU    — H—-PUV 
or -Pg 

X oh -T7 ___-pvh' 
c   or 

(10) 

(11) 

Equation (4), with dV/dy replaced by dU/or, gives the 
basic high-Reynolds-number form of the constitutive 
equation applicable to the present problem. 

A variety of low-Reynolds-number modifications of 
the basic scheme introduce a viscous damping term to 

the right of Equation (4). The first of these was 
proposed by Jones and Launder (19) and incorporated a 
damping function f„(Re,). A variant of that scheme 
advanced by Launder and Sharma (1) has been widely 
applied and is adopted here as a 'benchmark' against 
which the k-6-S model is examined. The large number 
of alternative k-e schemes which achieve damping 
through the use of viscosity-dependent functions has 
provided the stimulus for several comparative studies of 
these models : an early work by Patel et al. (20) 
examined the application of two-equation models to 
various boundary layer flows, and Cotton and Kirwin 
(21) and Jackson and Mikielewicz (22) have more 
recently focused on mixed convection applications. The 
latter two works found the Launder and Sharma model 
to be superior to other models tested, and this is also 
(the rather more general) picture to emerge from the 
results of other comparative studies. A fundamental 
reason for the relative success of the Launder and 
Sharma model by comparison with other two-equation 
closures is that the scheme avoids any reference to non- 
local parameters, i.e. groups involving wall distance. 
(Nonetheless, details of model tuning also play a role: 
for example, Jackson and Mikielewicz found the 
Launder and Sharma model to be more accurate than the 
Jones and Launder model which differs only in the 
prescription of the damping function and the values of 
C€l and C<2, Equation (16).) 

An even more fundamental question, and the one 
that originally prompted the present developments, 
concerns the true role of viscosity as an agent 
responsible for 'damping'. The issues raised in $ 2.1, 
and the modelling concepts discussed in $ 2.2 do not 
involve viscosity; it remains the case, however, that as 
a wall is approached and Ret -* 0, account must be 
taken of the viscous properties of a turbulent flow. The 
present approach is, in fact, a combined strain 
parameter/low-Reynolds-number strategy, although 
effective reduction of C^ is achieved not primarily by a 
viscosity-dependent variable (except at extremely low 
Re^, but instead by the use of a damping function fs(S), 
where S is the strain parameter introduced in $ 2.2. 
The extent to which viscous damping is relegated to 
secondary importance may be judged from Equation 
(14a) which gives fM = 0.9 at Re, = 50, corresponding 
to y+ < 10 in an isothermal wall-bounded flow. The 
tuning of the constants and functions of the present 
model was undertaken primarily by reference to Direct 
Numerical Simulation data for isothermal channel flows 
(see Reference (2)); to a lesser degree account was also 
taken of data for mixed convection flows. 

Some further discussion of the detailed features of 
the Launder and Sharma and present models may be 
found in Cotton and Ismael (2). In this paper, however, 
we now proceed to state the full equations of both 
models as applied to the flows under consideration. 
Thus, the constitutive and k- and ?-equations for the 
Launder and  Sharma  (hereafter  'LS')  and present 
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models, and the function fs and the S-equation (for the 
present model only) read as follows: 

- puv = fit 
3U 
dr 

pvh' = 12 ™ dh 
dF' 

h = CM f,(S) f„(Re,) pk2 
(12) 

where 

f _      2.88 
* = 1+0.165S 

(1 - 0.55 exp [-(0.135S + 0.0015S3)]) 

(13) 

1.0, C(, = 1.44, and Ce2 = 1.92. at and Cc3 take the 
values 1.3 and 2.0 in the LS model; values of 1.21 and 
0.9 are adopted in the present model. In Equation (18) 
a, = 6.0. All calculational variables are set to zero at 
the pipe wall (except enthalpy, which has a wall heat 
flux boundary condition); all variables have zero 
gradient at the axis (except that V = 0). 

Density is determined from the ideal gas equation of 
state. Dynamic viscosity, thermal conductivity, and 
specific heat capacity are obtained from polynomials in 
temperature. Numerical solution of the equations is 
obtained using a parabolic finite volume/finite difference 
scheme with very fine near-wall resolution. Kirwin 
(12) details the variable property functions and 
numerical procedures. 

f   = 1 - 0.3 exp [-0.02Ret] 

fM = exp 

(14a - present model) 

-3.4 

(1 + Ret/50r 
(14b - LS) 

D(pk) 
Dt fh 

au 
dr 

,11 
r  dr V- + Mt dk 

V dr 
- pe 

DOT) r   r 
-TJt-^-F*' 

au 
dr 

,1 

\ll 
rdr 

^ /i+_ 

(15) 

dr 

where 

■C<2f2P—+C(3 — 

f2 = 1.0 

a*u 
3r2 

dr 

(16) 

(17a - present 
model) 

f2 = 1 - 0.3 exp (-Re,2)       (17b - LS) 

D(pS) _  pk 
Dt 

fau 
3r 

1   d_ 
r dr 

r^t as 
o,   3r 

pS 

(k/f) 

(18) 

Turbulent Prandtl number, <r, is set to 0.9 throughout 
the present study.   In both models CM = 0.09, ak = 

4 RESULTS 

Comparison is made with the measurements of Nusselt 
number development made by Steiner (7), Shehata and 
McEligot (9), and Vilemas et al. (10). The general 
features of these datasets were discussed above in $ 1. 

Steiner (7) reported experimental data for the 
ascending flow of air in a vertical, uniformly heated 
pipe. The test section was 60 diameters in length and 
was preceded by an unheated development section of 30 
diameters. The data of Steiner encompass a fairly wide 
range of buoyancy influence, with Bo at the start of 
heating varying by a factor of almost 20 between Cases 
SI and S4 (Table 1 and Figure 1). The increase of 
buoyancy influence over the series was achieved while 
maintaining the ratio of Grashof to Reynolds number 
approximately constant. Temperature at the start of 
heating is constant between the four runs as, more 
approximately, is the ratio q/Ub (reflecting Gr/Re) and 
there is therefore only a modest variation in the heat 
loading parameter (Table 1 and Figure 2). Hence, to a 
first approximation, the variation of buoyancy influence 
may be examined in isolation from variable heat loading 
effects. It should be observed nonetheless that the 
values of q+ are not low in absolute terms : significant 
variable property influences are therefore present in 
Steiner's data and the use of a constant property 
formulation of the model equations would be 
questionable. Comparison of the two models with data 
is made in Figures 3 to 6. The case of lowest buoyancy 
influence, Figure 3, shows the present model to be in 
better agreement with the data man the LS model. In 
Figures 4 to 6 the position is reversed, although in 
Figure 4 the discrepancies between both sets of 
calculations and data are comparable, and in the final 
case the two computed distributions of Nusselt number 
are similar. It should be noted finally that there are two 
sources of uncertainty in Steiner's data: firstly, there is 
no scale on the abscissa of the graph presented in 
Reference (7), although it seems probable that the data 
lie in the region 0 «£ x/D £ 60 (the length of the 
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heated section). Secondly, the Nusselt number data of 
Steiner have here been re-scaled using local bulk 
thermal conductivity because it appears that the reported 
experimental points are based upon the value prevailing 
at the start of heating. 

The second set of data for ascending air flow is that 
of Shehata and McEligot (9). The heated section was 
29 diameters in length with an upstream unheated 
section of SO diameters. The experimental apparatus 
was designed to produce a uniform wall heat flux, 
although in fact there was some variation in q due to 
end conduction effects. Shehata and McEligot supplied 
data which allowed the calculation of the local wall heat 
flux over the 14.5 diameters preceding the nominal start 
of heating. The figures below therefore depict 14.5 
diameters of indirect heating (due to heat conduction in 
the wall) followed by a test section of 29 diameters 
(including a short downstream section where end 
conduction effects are significant). The experimental 
conditions investigated by Shehata and McEligot are in 
the main characterized by relatively low buoyancy 
influence and high loading (Table 1 and Figures 1 and 
2). Thus, the most important physical effects are those 
associated with variable properties and bulk 
acceleration, rather than buoyancy forces (as confirmed 
by a test reported by Kirwin (12) which demonstrated 
that the body force term of Equation (10) could be 
'switched off with little effect on the computed values 
of Nusselt number). The present and LS models are 
shown with Shehata and McEligot's measurements in 
Figures 7 to 9. Attention is focused on the directly- 
heated test section, x/D S 14.5. Figure 7 reveals the 
LS model to be closer to the experimental points from 
x/D = 14.5 up to x/D = 25; over the remainder of the 
test section the present model is in closer agreement 
with data. In Figure 8 the LS model results are 
generally below the data, whereas the present model 
generates values of Nusselt number higher than those 
measured. Figure 9 shows that both models return heat 
transfer levels higher than the data, the LS values being 
closer to measurements. A consistent trend emerges in 
all three cases whereby the present model computes Nu 
values higher than the LS model; throughout these 
comparisons both models are in acceptable agreement 
with data, apart from a single possible exception which 
arises in Figure 9 where the present model is compared 
against Shehata and McEligot's Case SM3. 

The final dataset to be considered here is that of 
Vilemas et al. (10) (in fact results from a more 
comprehensive dataset supplied by Poskas (23) are used 
here). The experimental arrangement consisted of a 
heated length of 110 diameters with an unheated section 
of 69 diameters prior to the start of heating. An 
approximately uniform wall heat flux boundary 
condition was imposed; q has been taken to be 
precisely uniform in the current computations (in 
relation to the data of Shehata and McEligot (9) above, 
Kirwin  (12)  demonstrated  that  sensitivity to non- 

uniformities in wall heat flux is restricted to the entry 
and exit regions of a test section). Vilemas et al. 
reported results for twelve test cases; here we select 
three cases at relatively high heat loading and moderate- 
to-high levels of buoyancy influence (Table 1 and 
Figures 1 and 2). Nusselt number development is 
shown in Figures 10 to 12. The data show striking 
recoveries in Nusselt number which are attributable to 
the influence of buoyancy following an initial region of 
thermal development. As buoyancy influence increases 
in the sequence from Figure 10 to Figure 12 the axial 
location at which Nusselt number recovery occurs 
moves progressively upstream. (There is no evidence 
of local recovery in the data of Shehata and McEligot, 
a fact that is presumably due to the relatively low values 
of Bo imposed on a shorter test section. Steiner's Case 
S4, Figure 6, has a very similar value of Bo to Case 
VPK11, Figure 11. Here there is a slight hint of 
recovery, but the disparity in q+ values must also be 
borne in mind.) Turning to the accuracy with which the 
LS and present models reproduce the measurements of 
Vilemas et al., while neither model is in excellent 
agreement with data, both are seen to capture the broad 
patterns of Nusselt number development. It is clear that 
neither model accurately resolves the local recoveries 
apparent in the experimental distributions of Nusselt 
number (this being the case especially in Figure 10); in 
Figure 12 the LS model is more accurate in the 
determination of the x/D location at which recovery 
occurs. 

5 CLOSING REMARKS 

The present turbulence modelling study of mixed 
convection air flows has made comparison with the 
experimental data of Steiner (7), Shehata and McEligot 
(9), and Vilemas et al. (10). The experimental data 
were obtained over different ranges of buoyancy 
influence, characterized by the buoyancy parameter of 
Equation (1), and heat loading, quantified by Equation 
(2). The low-Reynolds-number k-e model of Launder 
and Sharma (1) has been selected as an established 
closure for the computation of turbulent mixed 
convection flows against which the 'strain parameter', 
or k-e-S model, of Cotton and Ismael (2) has been 
examined. The k-e-S model combines the concept of 
'effective total strain' as developed by Townsend (16) 
and Maxey (15) with familiar elements of k-e closure. 

Ten individual mixed convection cases have been 
examined here, and in the complete study comparison 
has been made with over 20 cases. The results of 
Figures 3 to 12 show the performance of the LS and 
present models to be comparable, with, if anything, the 
LS model emerging as the marginally more accurate 
formulation. In an isolated case shown in Cotton and 
Ismael (2, 24) (namely Vilemas et al. Case VPK3) the 
LS model is significantly closer to data than the k-e-S 
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scheme. The case is, however, exceptionally sensitive 
to prescribed conditions: Kirwin (12) found that a 2% 
change in bulk velocity could alter Nusselt number 
computed using the LS model by 20%. This sensitivity 
is due to the Reynolds number dependence of the 
buoyancy parameter (Equation (1)) and to the particular 
value of Bo in Case VPK3 (which is associated with a 
region in which heat transfer levels vary rapidly with 
the buoyancy parameter). 

The question of the relative importance of the roles 
played by the turbulence response to the mean field 
(here characterized by the strain parameter), and viscous 
effects (quantified in terms of turbulent Reynolds 
number) is not yet resolved. In terms of the present 
model, impairment of heat transfer is associated both 
with high values of S (giving low fs) and low values of 
Re( (giving low fj. The latter dependence assumes 
increased significance under laminarizing conditions 
because, although Equation (14a) is active in the model 
only for very low values of Re,, precisely such low 
values arise where the flow is laminarescent (and mixed 
convection computations are then sensitive to model 
detail at that level). Further work needs to be done in 
order to address various questions related to turbulence 
modelling along the lines pursued here : while some 
'successes' have been recorded, it is also the case that 
shortcomings as discussed here and elsewhere 
(References (2), (24), and (25)) have emerged. 

Case     Fig. Bo Nu„ 

SI 3 0.117 1.02 x 10"3 40.2 
S2 4 0.276 8.69 x 10"4 28.8 
S3 5 0.801 1.16 x 103 22.2 
S4 6 2.11 1.30 x 10"3 16.8 

SMI 7 0.0641 1.79 x 10'3 19.6 
SM2 8 0.125 3.51 x 10-3 19.6 
SM3 9 0.376 4.58 x 10"3 14.8 

VPK12 10 0.420 1.68 x 10"3 52.4 
VPK11 11 2.14 2.18 x 10"3 32.5 
VPK10 12 6.81 2.66 x 10"3 24.1 

Nomenclature 

Bo buoyancy parameter, Equation (1) 

c specific   heat   capacity   at  constant 
pressure 

C£j, Ce2, C<3      constants in Equation (16) 

c. constant in constitutive equation 

D pipe diameter 

D< 2K3k,/6/3y)2 

f. f„ f„ damping functions 

h function in Equation (16) 

F general function 

g acceleration due to gravity 

Gr Grashof number, /3gqD4/Xv2 

h specific enthalpy 

k turbulent kinetic energy 

Nu Nusselt number, qD/X(0w-0b) 

P pressure 

Pr Prandtl number, cji/X 

q wall heat flux 

q+ heat loading parameter, Equation (2) 

r radial coordinate 

Re Reynolds number, VbD/v 

Re, turbulent Reynolds number, k2/v f 

Table 1 Conditions at the start of heating in the 
experiments of Steiner (1971), Shehata and McEligot 

(1995), and Vilemas et al. (1992); also 
approximate values of Nu0 
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t 

TD 

U,V 

u,v 

strain parameter, Equations (8) and 
(18) 

time 

timescale, Equation (7) 

mean velocities in x-, r-directions 

fluctuating velocities in x-, 
r- (or y-) directions 
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streamwise coordinate REFERENCES 

Cartesian cross-stream (wall-normal) 
coordinate 

r 
Greek 

a 

ß 

e 

e 

x 

/* 

v 

P 

a, 

yfrjplv 

total strain, Equation (6) 

coefficient of volumetric expansion, 
1/0 

Kronecker delta 

rate of dissipation of k 

modified dissipation variable, e-De 

absolute temperature 

thermal conductivity 

dynamic viscosity 

kinematic viscosity, nip 

density 

turbulent Prandtl number, Cp/i/X, 

°k> ae> °s turbulent Prandtl number for diffusion 
ofk,e,S 

T 'dummy' time variable; shear stress 

Subscripts 

b bulk 

t turbulent 

w wall 

0 forced convection 

Superscripts 

time-average (or ensemble-average) 

fluctuating 
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BUOYANCY-INFLUENCED TURBULENT HEAT TRANSFER TO AIR FLOWING 
VARIABLE PROPERTY IN A UNIFORMLY HEATED VERTICAL TUBE 

Jiankang Li and J.D. Jackson 

School of Engineering 
University of Manchester, U.K. 

ABSTRACT 

A detailed experimental study is reported of buoyancy-influenced variable property turbulent convection for the case of air 
flowing in a uniformly heated vertical tube. Experiments were conducted with both upward and downward flow. For 
each case, the conditions covered ranged from forced convection with negligible influences of buoyancy to mixed 
convection with dominant influences of buoyancy. 

The results obtained serve to reinforce and extend the existing picture of mixed convection heat transfer in 
vertical tubes. For downward flow, (the buoyancy-opposed case), the influence of buoyancy is to enhance turbulence 
production and improve the effectiveness of heat transfer. Fully developed thermal conditions are readily achieved and 
data can be satisfactorily correlated in terms of the local values of Nusselt, Reynolds and Grashof number and well fitted 
by a simple equation based on a semi-empirical model of turbulent mixed convection. 

For upward flow (the buoyancy-aided case), modest influences of buoyancy cause turbulence production to be 
reduced and the development of a partially or even fully laminarised flow condition to occur with impaired effectiveness 
of heat transfer. An excellent description of the conditions under which complete laminarisation occurs and the extent to 
which heat transfer effectiveness is men reduced is provided by the semi-empirical model referred to above. Stronger 
influences of buoyancy cause the flow to develop in such a way that, after being reduced, turbulence production recovers 
as a result of the velocity profile becoming inverted in the core region. Complete laminarisation is then avoided. The 
distribution of Nusselt number is non-uniform, falling in the thermal entry region, reaching a minimum, then rising to a 
maximum and finally falling steadily again. This behaviour can be readily explained by the fact that in the experiments 
reported here the axial variations of temperature were large enough under certain conditions to cause considerable 
variation of fluid properties. As a consequence, both Grashof number and Reynolds number decreased significantly with 
distance along the tube. Thus, buoyancy influences became weaker and also the flow became less turbulent. Further 
increase in the strength of buoyancy influences causes the non-uniformity of Nusselt number to be concentrated more and 
more upstream and the effectiveness of heat transfer to be enhanced in relation to that for forced convection under 
corresponding conditions. 

1 INTRODUCTION 

Motion of the fluid in a convective heat transfer system 
can either be produced applying a pressure difference 
through the action of a fan or pump or simply by applying 
heat, causing the fluid density to become non-uniform and 
hence and modifying the gravitational body force field. 
The heat transfer process in a situation where the motion 
is generated by an externally applied pressure field is 
referred to as forced convection. That in a system where 
the flow is generated entirely as a result of the application 
of heat is called free convection. In situations where both 
mechanisms operate simultaneously, the process is called 
mixed convection. 
As a consequence of its practical importance, turbulent 
mixed convection in vertical passages has been a topic of 
continuing interest to researchers (see for example, papers 
by Steiner (1), Easby (2), Carr, Connor and Buhr (3), 
Polyakov and Shindin (4), Jackson and Fewster (5), 
Vilemas, Poskas and Kaupas (6)). A number of detailed 
reviews of mixed convection research have been 
published, see for instance Jackson and Hall (7) and 
Jackson et al (8)). The influences of buoyancy on heat 
transfer which have been observed in the studies referred 

to above, and others, can be summarised as follows. In 
heated downward flow, where buoyancy forces oppose the 
gradient, there is a general enhancement of turbulent 
diffusion with the result that heat transfer coefficients are 
higher than for forced convection alone. In contrast, for 
upward flow in heated tabes, influences of buoyancy can 
lead to impairment of turbulent diffusion. Heat transfer 
coefficients are then lower than those for forced 
convection. Partial or even complete laminarization of the 
flow can occur. With increase in the strength of buoyancy 
influence complete laminarization is avoided, turbulence 
production recovers and heat transfer can even become 
enhanced in relation to forced convection. In the limit of 
very strong buoyancy influences, heat transfer coefficients 
for bom ascending and descending flows become similar. 

A physical explanation of the influences of buoyancy 
outlined above was given by Hall and Jackson (9). They 
argued that for upward flow, in a heated tube the 
reduction of shear stress due to buoyancy in the near-wall 
region of the boundary layer would result in turbulence 
production being dirninished and the diffusion of heat 
impaired. By comparing the reduction of shear stress 
across the buoyant wall layer with the wall shear stress 
they arrived at a criterion for laminarization of flow due to 
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buoyancy influences. 
A simple semi-empirical model of fully developed 

turbulent mixed convection based on these ideas was 
developed by Jackson (10) and used by Jackson and 
Fewster (5) as a framework for correlating and fitting 
their experimental data. Details of the model can be 
found in Jackson and Hall (7). As further experimental 
data have become available the model has been refined. 
The present version (see Jackson and Buyukalaca (15)) is 

Nu 

NUr 
l±2.5xl05 Gr 

Re3.42Spr0.8 

Nu 
Nu, 

0.46 

(1) 

In this equation the Nusselt number for mixed convection 
Nu is normalised using the value NUf for forced 
convection for the same flow rate. The local values of 
Grashof number Gr* and Reynolds number Re and 
combine together with the Prandtl number Pr to form a 
buoyancy parameter Gr*/Re3-42SPr0-8. The negative sign in 
Equation 1 refers to the buoyancy-aided case and the 
positive sign to the buoyancy opposed case). The model 
does not take account of inertia effects and these are 
certainly present as the flow develops in a pipe under the 
influence of buoyancy. As such , the model is most likely 
to be successful in describing mixed convection in the 
downstream region, where a fully developed conditions is 
being approached. Apart from utilising local values of Re 
and Gr* the model does not take account of the variable 
property effects which arise where the axial and radial 
variations of fluid temperature are large. Figure 1 shows 
the variation of Nusselt number ratio with buoyancy 
parameter predicted by the model. For values of 
Gr7Re3-425Pr°-8<5xl0"7, Nusselt number is predicted to be 
within 5% of the forced convection value. The predicted 
modification of the effectiveness of heat transfer by 
buoyancy is quite consistent with what is observed in 
practice. For the buoyancy-opposed case (heated 
downward, flow) systematic enhancement of heat transfer 
with increase of buoyancy parameter. For the buoyancy- 
opposed case (heated upward flow), impairment of heat 
transfer is predicted, which develops very sharply at a 
value of Gr*/Re3-425Pr°-5 of about 10"6 , is predicted. This is 
followed by recovery of heat transfer effectiveness in 
relative terms with further increase of buoyancy influence. 

Although the general pattern of behaviour in turbulent 
mixed convection is now quite well documented, there is 
still a need for further data to reinforce the existing picture 
and provide a better basis for the validation of 
computational models. The complicating effect of variable 
fluid properties on mixed convection still needs to be 
clarified. 

In this paper, a detailed experimental study of 
buoyancy-influenced turbulent convection is reported for 
both ascending and descending flows of air in a long 
uniformly heated vertical tube. The experiments covered a 
wide range of conditions from forced flow with negligible 
influence of buoyancy to mixed convection with dominant 
influences  of buoyancy.      Effects   of variable   fluid 

properties are significant and evident in some of the 
results. 

2 EXPERIMENTAL APPARATUS 

2.1 General Arrangement of the Test Facility 

Figure 2 shows the general arrangement of the test 
facility. It was designed for operation with either forced 
or naturally induced flow of air through the test section. 
The present paper is concerned with experiments which 
were conducted with forced flow. The figure shows the 
arrangement for the case of upward flow with an unheated 
hydrodynamic development section present. Air from the 
laboratory was delivered by a blower through a flexible 
duct to the entry box, inside of which there was a 
honeycomb arrangement to straighten the flow. The flow 
rate was controlled using two valves situated downstream 
of the blower, one on the pipe leading to the test section 
and the other on a by-pass line. The air flowed from the 
entry box into the bellmouth intake where a uniform inlet 
velocity profile was generated. The flow then developed in 
a lone unheated hydrodynamic development section to the 
fully developed condition at the inlet to the heated section. 
After passing up the heated section the air was finally 
exhausted into the laboratory at the top through a flow 
metering nozzle. 

Experiments were also conducted without an unheated 
section present and also using a modified arrangement 
which provided downward flow in the test section. The 
flow rate could either be measured either by using a hot 
film probe positioned centrally in the throat of the 
bellmouth intake or by means of the nozzle metering 
arrangement at outlet. The hot film probe was calibrated 
in situ using the nozzle. 

2.2 Test Section 

The heated section was the same for each of the 
configurations studied. It consisted of a stainless steel 
tube of inside diameter of 76.1 mm, wall thickness 1.9 
mm, and length 7.87 m, which was resistively heated 
using alternating current supplied from the mains by a 
variable voltage system. Fifty-eight chromel-alumel 
thermocouples were attached to the outside surface of the 
heated tobe by resistance welding at forty three axial 
measuring locations almost equally spaced along the 
heated length. At five of these locations, four 
thermocouples were attached 90° apart around the 
circumference to enable the uniformity of temperature to 
be checked. Detailed measurements of the tube wall 
thickness were made using an ultrasonic thickness gauge 
and the electrical resistance of the tube was carefully 
measured as a function of temperature. Thus, the local 
rate of heat generation within the wall could be estimated 
precisely from a knowledge of the power input and wall 
temperature. The heated section was heavily lagged with 
low conductivity fibre insulation material on the outside 
and calibration experiments were conducted to measure 
the rate of heat loss to the surroundings under steady 
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conditions. The unheated hydrodynamic development 
section, which was of length 3.085m, was also made 
from stainless steel tube of inside diameter 76.1 mm. 

2.3 Data acquisition system 

The data acquisition system consisted of a Solartron 
7060 microprocessor digital voltmeter (DVM), eight 
Solartron 7010 minate analogy scanners and an BM-AT 
personal computer system implemented with a GPIB- 
IEEE-488.2 interface board. Software for the system 
was written to suit, the experiment for monitoring 
conditions, data acquisition and processing. 

3    RESULTS AND DISCUSSION 

3.1 Forced Convection conditions 

In order to quantify the extent to which buoyancy forces 
influence the heat transfer process it is necessary to 
establish a reliable buoyancy-free, forced convection base 
for comparison. In the present study we have chosen to 
utilise a well-established correlation equation for this 
purpose. This was carefully adjusted to fit values of 
Nusselt number for forced convection determined from 
experimental data obtained using our test section. The 
equation used is that due to Petukhov et al (12) for 
variable property forced convection heat transfer to gases 
in smooth uniformly heated tubes with hydrodynamically 
developed turbulent flow at entry but developing thermal 
conditions. It consists of three parts, a semi-empirical, 
constant property correlation equation relating Nusselt 
number to Reynolds number and Prandü number for fully 
developed flow and heat transfer, and further equations 
giving factors which take account of thermal development 
and variable property effects. The constant property 
correlation equation takes the form 

RePr 

***, " (2) 
, „„   900       0.63       ,„ .  / 
1.07 + 7 r +12.5 Ji- 

Re    (l+10Pr) \ 8 

-1-2 

Pr3-1 

In which/ = 1.821og,|£i for lO^e^xlO6 

or / =0.316 Re"025 for 4000<Re<104 

The equation for the factor which describes thermal 
development is 

^Tlienn 

1.0+0.48 1.0 + 
3600 

ReV*/£> 

exp(-0.17s/£>) 

(x/D)025 
(3) 

As can be seen, this is only weakly dependent on 
Reynolds number.   Its variation with x/D is shown in 

Figure 3(a). 
The equations, which describe the variable property 

effect are too lengthy to quote here. They depend on x/D, 
the ratios Tw/Tb and Tb /TK and the property variation 
characteristics of the gas. Figure 3(b) shows correction 
factors for air calculated using the equations. They are 
plotted against x/D for a range of value of Tw/Tb. The 
strong dependence of the factor on x/D for large values of 
Tw/Tb should be noted. Petukhov et al claimed that their 
equation was able to reproduce the very extensive body of 
data which is available on variable property gas heat 
transfer to within 6%. Values of Nusselt number for 
forced convection determined using data from the present 
study agree very well with the Petukhov et al correlation 
equation for Re>20000. However, for lower values of 
Reynolds number the equation over predicts our values 
slightly. The discrepancy increases systematically with 
reduction of Reynolds number. To take account of this, 
correction factors which are dependent on both x/D and 
Reynolds number have been carefully established in the 
course of the present study. The maximum modification 
needed was only about 7% (for details see Li (13)). 
Figures 4(a), (b), (c) and (d) show examples of 
comparisons between distributions of Nusselt number 
from experiments made in the course of the present study 
for conditions under which buoyancy influences were 
negligible with those calculated using the equation of 
Petukhov et al. It can be seen that the agreement is 
excellent. On the basis of such comparisons we are 
confident that the modified version of the Petukhov et al 
equation provides a reliable forced convection base against 
which our mixed convection results can be compared. 

3.2 Mixed convection 

3.2.1 Downward flow results 

A detailed programme of experiments was completed for 
the downward flow case, during which heat input and flow 
rate were systematically varied giving values of Grashof 
number and Reynolds number at inlet in the ranges 4 x 106 

< Gr* < 6 x 108 and 1,000 < Re <35,000, 
respectively. As a result, the value of the parameter 
SxltfGrTRe^Pr0-8, at inlet varied in the range 0.006 to 
40. Such values cover conditions from forced flow with 
negligible influence of buoyancy through to buoyancy 
dominated flow. Complete details of the experiments and 
results can be found in Li (13). Here, we present a 
selection of the experimental results which serve to 
illustrate the important features and trends. 

Typical profile of wall temperature is shown in Figure 
5. For higher Reynolds numbers (see for example Figure 
5(a)), the wall temperature distributions are very similar 
in appearance to what would be obtained for conditions of 
forced convection. However, a local maximum and a 
local minimum appear on the wall temperature profiles 
near the inlet when the Reynolds number is very low (see 
Figure 5(b)). An explanation of this anomalous behaviour 
will be given later. 
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Figure 6 shows distributions of Nusselt number for 
downward flow mixed convection along with the 
corresponding once for forced convection calculated using 
the correlation equation of Petukhov et al. If can be seen 
that, with increase of buoyancy parameter, heat transfer 
becomes more and more enhanced, compared with forced 
convection. As was mentioned earlier, this is the 
established trend in the case of buoyancy-opposed 
turbulent mixed convection in vertical tubes. 

It is of interest to consider the axial distribution of 
Nusselt number in relation to that for forced convection. 
Initially the two coincide but as the thermal layer grows 
and buoyancy influence develop they diverse. The 
enhancement of Nusselt number due to buoyancy remains 
rather uniform on the thermal layer thickness reaches a 
steady value and a fully developed mixed convection heat 
transfer situation is achieved. Some non-uniformity of 
buoyancy influence is evident as Reynolds number is 
reduced see Figure 6(g) and (h). this is due to the fact 
that under such conditions a significant reduction of 
buoyancy parameter occurs as the bulk temperature 
increases with x/D. Striking non-uniformity of behaviour 
is found at very low Reynolds number (Re<4,000), as can 
be seen from the results shown in Figure 7 and in the plots 
of normalised Nusselt number shown on Figure 8, (The 
forced convection Nusselt number Nuf used for 
normalisation purposes was calculated using the modified 
Petukhov et al equation). For relatively small buoyancy 
influences (line 3 in Figures 8(a) and 8(b)), the Nusselt 
number variation first shows a sharp decrease down to a 
level lower than the forced convection value. Then there 
is a rapid increase to a maximum value after which there 
is a further decrease before the distribution finally 
becomes more or less established at large x/D. With 
increase of Grashof number at the same Reynolds number, 
this non-uniformity simply becomes concentrated nearer 
and nearer to the inlet of the test section (see lines 1 and 2 
in Figures 8(a) and 8(b)). This unusual, behaviour is due 
to the thermal entry effects and strong buoyancy 
influences acting in combination. The motion of fluid in 
the near wall region is retarded by buoyancy even near 
start of heating when such influences are significant, as is 
the case in the results under consideration. This decreases 
convection but also leads to enhanced turbulence 
production. The net effect is that the thermal 
development occurs more rapidly than otherwise would 
have been the case. So, Nusselt number falls rapidly at 
first. However as the thermal layer grows in thickness a 
stage is reached where the production of additional 
turbulence due to the increased buoyancy of the layer 
becomes considerable and Nusselt number then starts to 
increase and then stabilises once the thermal development 
is completed. This explains the localised peaking of wall 
temperature near the start of heating under conditions of 
low flow rate seen in Figure 5(b). 

The approach adopted here to characterise 
buoyancy influences in mixed convection and correlate 
data is to plot normalised Nusslt number Nu/Nu, against a 
buoyancy parameter which combines Reynolds number, 
Grashof number and Prandtl number in the form 
Gr7(Re3-425Pr0-8). Other buoyancy parameters have been 

proposed (see, for example, Petukhov and Strigin (14), 
Easby (2), and Polyakov and Shindin (4)). In a fairly 
recent study, Buyukalaca (15) compared the extent to 
which the various buoyancy parameters correlated his data 
for heated downward flow of water. He found that the 
combination of Gr*, Re and Pr in the form 
Gr7(Re3-425Pr0-8) was the most successful one (see Jackson 
and Buyukalaca (11)). Figure 9 shows the present data for 
downward flow presented in terms of Nu/NUf and 
Gr*

//Re3-425Pr0-* for downstream locations with x/D in the 
range 40 < x/D < 91. The solid line on the figure is 
from the semi-empirical model of Jackson and Hall 
(Equation (1)). It can be seen that relative heat transfer 
increases systematically with increase of buoyancy 
parameter. The data are satisfactorily correlated when 
presented in this form. For locations well downstream the 
results are represented particularly well by equation (1). 

3.2.2     Upward flow results 

A further detailed programme of mixed convection 
experiments was completed for the case of upward flow 
with an unheated development section. Again the 
conditions covered ranged from forced convection with 
buoyancy-negligible influence through to buoyancy 
dominated mixed convection. The Reynolds number Re 
was varied from 2000 to 38000 and the Grashof number 
Gr* from 4 x 106 to 6 x 10s, giving values of the parameter 
8 x 104Gr*/Re3-425Pr08 from 0.001 to 35. Figures 10 (a) to 
(h) show distributions of Nu with x/D for a range for 
upward flow mixed convection for progressively stronger 
influences of buoyancy. ' Also shown are the 
corresponding distributions for forced convection 
calculated using the correlation of Petukhov et al. Figure 
10(a) to (cO show the development of impaired heat 
transfer with complete laminarisation being approached in 
case (bO and reached in case (c). With further increase of 
buoyancy influence a local minimum is followed by a 
maximum and then the Nusselt number falls. The velocity 
profile develops under the influence of buoyancy and 
becomes inverted in the core region. The eventual fall in 
Nusselt number is as sociated with the fact that in all 
cases the Reynolds number falls as the bulk temperature 
rises. Axial variation of viscosity plays a part in the 
manner in which Nu various with x/D. With increase of 
buoyancy influence the local peak on the Nusselt number 
distribution becomes concentrated more and more 
upstream as the development of the velocity profile 
occurs more and more rapidly. Laminarisation is avoided 
and eventually enhancement of heat transfer occur. 

Figure 11 shows comparisons of Nusselt number 
distribution for upward and downward flow and Figure 12 
shows relative heat transfer for some upward flow results 
for a range of conditions. It is apparent that, compared 
with the corresponding forced convection value, Nusselt 
number for upward can be either reduced by buoyancy, 
unchanged or increased. This is the established picture of 
buoyancy-influenced turbulent heat transfer in a vertical 
tube for the buoyancy-aided case. The difference between 
heat transfer for upward and downward flow is greatest 
for conditions where complete laminarisation of the flow 
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develops in the upward flow case. With further increase 
of buoyancy influence heat transfer recovers for that case 
and eventually becomes enhanced in relative terms. 
When this happens the upward and downward flow results 
come closes together. 

Figure 13 show results from experiments with and 
without an unheated development section. This figure 
illustrates the fact that the values of Nusselt number for a 
configuration without an unheated development section are 
slightly higher than those with one for conditions where 
buoyancy influences are relatively weak 9see line 1 in 
Figure 13). However, where buoyancy influences are 
stronger, the results for the two cases become identical 
(lines 1 and 2 in Figure 13). This is because the velocity 
profile is then strongly modified by buoyancy on entering 
the heated section so its form at entry becomes 
unimportant. 

Figures 14 and 15 show the experimental results for 
x/D=26.9 and 90.3 respectively in terms of Nusselt 
number ratio plotted against buoyancy parameter. Also 
shown on each figure is the distribution predicted by the 
semi-empirical model (equation (1). For x/D=26.9 the 
experimental values normalised Nusselt number first 
decrease gradually with increase of buoyancy parameter 
above a value of about 0.02 and then increase for values 
above about 0.2. The maximum impairment of heat 
transfer is about 40%. The agreement between the 
experimental data and the semi-empirical model is poor 
for this value of x/D. For axial locations further 
downstream the impairment of heat transfer occurs more 
sharply. From Figure 15 it can be seen that for x/D=90.3 
a very sudden decrease of the normalised Nusselt number 
occurs at a buoyancy parameter value of about 0.1. This 
is well described by the semi-empirical model (equation 
(1)). This predicts a gradual decrease of normalised 
Nusselt number in the region of weak buoyancy influences 
(Bo<0.08) and then a very sudden decrease followed by 
steady recovery enhancement of leading to enhancement 
of relative heat transfer with further increase of buoyancy 
parameter. Some differences between the experimental 
data points and the model prediction are evident in the 
recovery region but nevertheless the model describes the 
data extremely well. The fact that it performs less well in 
describing the data for smaller values of x/D is not 
surprising since inertia effects are neglected in the analysis 
and so it is most likely to be applicable where fully 
developed conditions are approached. 

Figures 16 and 17 show values of Nu/NUf from 
results where the distributions of Nu exhibit a local 
minimum and maximum. The values of Nu^/NUf and 
NUma/NUf are plotted against the buoyancy parameter It 
can be seen that these are correlate quite well when 
presented in this form. The local minimum and maximum 
values of Nu/Nu, increase steadily with increase of 
buoyancy parameter. This was also found to be the case 
by Rouai (16) and Vilemas et al (6). It is also found that 
the values of x/D at which the minimum and maximum 
values of Nu are achieved also correlate on the same 
basis. 

4 CONCLUSIONS 

1. The results presented here reinforce and extend the 
existing picture of mixed convection heat transfer in 
tubes. For heated downward flow (buoyancy-opposed 
flow), buoyancy forces enhance the turbulent 
diffusion properties of the flow, causing the heat 
transfer to be more effective than for forced 
convection alone. For heated upward flow 
(buoyancy-aided flow), heat transfer can be either 
impaired, or enhanced by such forces depending on 
the strength of the buoyancy influence. 

2. For downward flow, striking variations of local 
Nusselt number can occur near the inlet under 
conditions of low Reynolds number. Nusselt number 
first decreases rapidly, then increases sharply and this 
is followed by a further decrease. These anomalous 
variations are associated with the interaction between 
thermal development and buoyancy influences. 

3. For upward flow either partial or complete 
laminarisation of the flow can be caused by buoyancy 
influences. Nusselt number is weakly dependent on 
Reynolds number for large x/D under conditions 
where the flow is laminarised and has a value just 
below 10. For conditions of stronger buoyancy 
where complete laminarisation is avoided local heat 
transfer exhibits non-monotonic behaviour. Axial 
variations of Gr" and Re due to density and viscosity 
changing significantly with x/D have an influence on 
this. 

4. The general behaviour of buoyancy-influenced heat 
transfer for upward flow without an unheated 
development section is similar to that with an 
unheated section present. Local Nusselt numbers for 
both cases are virtually identical under strongly 
buoyancy influenced conditions. However, with 
relatively weak buoyancy-influences Nusselt number 
for the case without an unheated development section 
is slightly higher than that with one. 

5. Downward flow mixed convection data correlate quite 
well in terms of normalised Nusselt number and 
buoyancy parameter. Some x/D effects are evident in 
the results for x/D<40. The semi-empirical model 
describes the experimental mixed convection heat 
transfer data very well for x/D>40. 

6. For upward flow, a sudden decrease in relative 
Nusselt number at a value of buoyancy parameter of 
about 0.09 is evident in the data and is well predicted 
by the semi-empirical model. In general, the 
quantitative agreement between the semi-empirical 
model and the experimental data is very satisfactory 
for locations sufficiently well downstream that fully 
developed conditions are approached. 
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NOMENCLATURE Washington D.C., pp. 759-775. 

B0  buoyancy parameter, 
8xlQ4Gr 
D  3.425 n 0.8 
Re     Pr 

D   inside diameter of test section 
g    acceleration due to gravity 
Gr* Grashof number based on wall heat 

üvx,ßgD4qw/(kfv
2) 

h    heat transfer coefficient, qw/ (Tv-Tb) 

k    thermal conductivity of air 
Nu Nusselt number, hD/k 
NUf forced convection Nusselt number 
Pr  Prandtl number, cpp.lkf 

qw wall heat flux 

Re Reynolds number, Wbd/v 
Tb bulk temperature of fluid 
Tw wall temperature 
wb bulk velocity 
x axial position 

Greek letters 
ß coefficient of volume expansion 

JU  dynamic viscosity 

v   kinematic viscosity, p/p 

p  density of air 
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Semi-empirical model (Eq.l) 

Experimental data 
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TURBULENT TRANSPORT PROCESSES ACROSS 
FLUID-FLUID INTERFACES 

V. De Angelis and S. Banerjee 

Department of Chemical Engineering 
University of California Santa Barbara 

Santa Barbara, California 

ABSTRACT 
The mechanisms governing turbulent heat and mass transfer across fluid-fluid interfaces are difficult to unravel 

because measurements and full simulations are difficult to perform due to interface motion and deformation. 
Recent developments in laser anemometry and particle imaging/tracking methods, as well as in direct numerical 
simulation techniques, now allow investigations of transport processes between two turbulent streams separated 
by a wavy interface. While this is a subset of the more general problem, in which the interface shape can 
assume configurations in the form of slugs, plugs, dispersed bubbles etc., nevertheless the insight gained from 
investigations of transport processes across wavy interfaces is still valuable for more complex multiphase flows. 

This paper briefly discusses experimental and numerical investigations that indicate qualitative similarity 
between turbulence structures, in the vicinity of a continuous interface, to those in wall turbulence - if the 
shear rates correspond. There are of course detailed differences, which depend on the interfacial tension, fluid 
densities and viscosities for the gas and liquid streams. At atmospheric conditions, and restricting consideration 
to the wave scales important for scalar transfer (capillary waves), the differences are primarily on the liquid 
side. The liquid-side tangential turbulent fluctuations peak right at the interface, whereas on the gas side they 
peak a small distance away - much like in wall turbulence. In some sense, the liquid therefore sees the interface 
much like a slip surface, whereas the gas sees it much like a wavy solid wall. Furthermore, the patterns of shear 
stresses and pressure are primarily controlled by the quasi-streamwise vortical structures on the gas-side, with 
their associated sweeps and ejections. Quasi-streamwise vortices also arise near the interface on the liquid side, 
but the associated sweeps and ejections do not correlate with the interfacial shear stress pattern. Low-speed- 
high speed streaky regions are also seen near the interface on both sides, with their spanwise spacing scaling 
with kinematic viscosity and friction velocity (defined for each side as the square root of the ratio between 
the interfacial shear stress and the fluid density). Ejection and sweep frequencies also scale with the same 
parameters. 

Turning now to heat and mass transfer mechanisms, they are primarily controlled by the sweeps, with 
ejections playing an important role in a certain range of Schmidt numbers on the gas side. An understanding 
of the dominant mechanisms allows a simple parametrization of the scalar transfer velocity on each side, which 
compares well with experiments and direct numerical simulations. Capillary waves appear to have little effect 
on the parametrizations for scalar transfer velocity. More of a wave effect is seen for scalar transfer from a solid 
wavy wall arising from flow separation and reattachment around the crests in a wave train. Such separation 
does not appear to occur for capillary waves at a mobile interface and this explains the small effect seen. While 
these results pertain primarily to scalar transfer between separated streams there are indications that they carry 
over to more complex flow regimes if the length scales of the interfacial structures are of the order or larger 
than capillary waves. 

1 INTRODUCTION 

Turbulence structure at boundaries govern high 
Reynolds number transport processes and must be 
elucidated for applications in the process and power 
industry, as well as in several atmospheric and en- 
vironmental problems. A number of investigations 
have dealt with the phenomena that occur near solid 
boundaries. Work by Kline et al[l] and many oth- 
ers have shown that streaks of low-speed/high-speed 
fluid form near the wall, and that these break down 
periodically in a spectacular phenomenon called a 
"burst", in which fluid is ejected from the wall layer 
with significant wall-normal velocities. These "ejec- 
tions", and the associated "sweeps" that follow ac- 
count for nearly 80% of the Reynolds stresses ob- 
served in boundary layers.  Typical spanwise spac- 

ing of the streaks are A+ ~ 100, where A+ is the 
non-dimensional spanwise spacing - the non dimen- 
sionalizing variables being the shear velocity, uTW = 
y/rw/p and the kinematic viscosity, v. Rashidi and 
Banerjee [2], amongst others, have shown that, at 
sufficiently high Reynolds number, inner variables 
give a non-dimensional time between bursts TTW = 
(u2

TW/v)Tw ~ 90. 

In contrast to this understanding of the main fea- 
tures of turbulence near solid boundaries, albeit with 
many outstanding questions regarding the reasons 
for the phenomena, very little was known about tur- 
bulence near fluid-fluid boundaries till recently. This, 
in spite of the importance of near-interface phenom- 
ena in determining mass and heat transfer rates in 
a variety of contacting equipment like gas absorbers 
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and condensers, as well in geophysical problems like 
gas transfer at the air-sea interface. 

We do know that at fluid-fluid interfaces the mass 
transfer coefficient, ß, varies as the 1/2 power of the 
molecular diffusivity, D, whereas at solid boundaries 
ß varies roughly as the 2/3 power of D. Obviously 
molecular effects are more important at solid bound- 
aries, where turbulence is damped more than it is 
near clean, mobile interfaces. 

The importance of the problem has led to many 
models for mass and heat transfer starting with that 
of Lewis and Whitman[3] which postulates a film 
of stagnant fluid near the interface, giving ß oc D, 
which is, however, incorrect. Higbie [4] suggested a 
"penetration" or "surface renewal" model to correct 
the dependence on D. This results in ß = (D/T)

X
/

2 

where r is the average time between "surface re- 
newals". These models capture some features of the 
phenomena, but do not incorporate the effect of the 
underlying hydrodynamics since the parameter, r, is 
left unspecified. 

Fortescue and Pearson[5] proposed that the time 
between renewals could be approximated by a scale 
related to the integral time and velocity scales of the 

far field turbulence suggesting that r = Aoo/v u'2, 

where A«, is the integral length scale and vu'2 is 
the r.m.s. velocity fluctuations. When the the bulk 
turbulence was grid-generated, they obtained good 
agreement with experiments for the mass transfer co- 
efficient at free (unsheared) surfaces. 

At about the same time Banerjee et al.[6], and sub- 
sequently Lamont and Scott [7], suggested that the 
time between renewals was related, however, to the 
Kolmogorov time scale, proposing r = \fvfe, where 
c is the turbulence dissipation rate. 

Unlike the model of Fortescue and Pearson where 
the renewals are thought to be mainly due to the 
large eddies, Banerjee focused on the small eddies in 
the viscous dissipation range. Both of these so-called 
large and small-eddy models predicted the data 
against which they were compared rather well. The 
controversy continued for some time until Banerjee[8] 
used a theory due to Hunt and Graham[9] to calcu- 
late the surface divergence spectrum and developed 
the following analytical expression for the effect of 
eddy Reynolds number on scalar transfer rates in the 
absence of interfacial shear. 

ßSc{ .0.5 

ReT 
(0.3(2.38i?e§/4 - 2.14i?e2/3))1/4  (1) 

Here ß is the mass transfer rate, Sc is the Schmidt 
number equal to v/D, u'^ is the far-field integral ve- 
locity scale of the turbulence, C is a constant of the 
order 1, and Re? is an eddy Reynolds number based 
on the far-field integral velocity scale, length scale 
and kinematic viscosity. 

Banerjee[8] clarified that the "large eddy" model 
of Fortescue and Pearson[5] held for relatively low 
values of the Reynolds number, Rer = u00(2A00)/i/, 

whereas the "small eddy" model of Banerjee et al.[6] 
held for high values of Rer- 

It should be noted that the theory proposed in 
Banerjee[8] only applies strictly to far-field turbu- 
lence that is homogeneous and isotropic, and at an 
unsheared gas-liquid interface i.e. , there is no wind 
stress imposed. In most practical situations, how- 
ever, shear is imposed on the interface and the situa- 
tion is further complicated by the formation of waves. 
Very little was known about such problems until re- 
cently. 

The present study is aimed toward a better un- 
derstanding of such phenomena via direct numer- 
ical simulation (DNS), i.e. solving the full time- 
dependent 3-D Navier-Stokes equations without any 
closure model. This DNS aims to calculate the mean 
statistical properties of turbulence on both sides of 
the near-interface region, clarify mechanisms related 
to the coupling fluxes between the phases, with par- 
ticular regard to the role of turbulence structures 
(i.e. their appearance and evolution in the immedi- 
ate neighborhood of the fluid-fluid interface) and to 
develop scalar transfer parametrizations based on the 
physical insight gained from the DNS. 

Before discussing the results we use the Lewis- 
Whitman[3] film theory to approximate the scales 
controlling the various transport processes to ensure 
the correct level of resolution. 

Consider, as a scale-limiting case, transfer of 
sparingly soluble gases such as carbon dioxide and 
methane at the ocean surface. At wind speeds be- 
low those at which wave breaking occurs, typical 
gas transfer velocities, controlled by the liquid side, 
are ~O(10 cm/hr). Since molecular diffusivities of 
such gases in water are ~O(10-5 cm2/s), it follows 
from film theory that the main concentration changes 
occur in layers ~O(10-2 mm) in thickness. For 
moisture transfer on the air side, transfer velocities 
are ~0(1 cm/s) and diffusivities are ~O(0.1 cm2/s) 
so that concentration changes occur over regions of 
~0(1 mm). 

These scales are also of the order that would be 
expected in typical industrial applications. 

Thus scalar transfer occurs over scales that are at 
most affected by capillary waves. It therefore be- 
comes possible to examine the controlling processes 
by DNS over a domain size of the order of several 
capillary waves, and in isolation from surface defor- 
mations that are larger in scale. 

Both lab-scale experiments and direct numerical 
simulation may therefore be used to understand the 
controlling mechanisms. These are now discussed 
briefly. A brief description of the numerical scheme 
used to compute the velocity and scalar fields in the 
DNS is also given in the Appendix. 

The typical flow geometry, investigated as a canon- 
ical problem is shown in Figure 1. Gas flows conter- 
current to the liquid flow. The interface for moderate 
wind speed, ~0(3-6 m/s), forms capillary waves that 
have amplitude of roughly a millimiter. Before dis- 
cussing the effect of waves, however, we examine the 
turbulence structures on the liquid and gas side in 
the simpler situations in which the interface is kept 
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Figure 1: Geometry of the Simulation 

2.     GAS-LIQUID  FLOW  ACROSS  FLAT 
GAS-LIQUID INTERFACES 

Consider now experimental conditions set to keep 
the liquid Froude number low and the gas velocity 
low enough to be well away from Kelvin-Helmhotz 
instabilities. A non-wavy surface can be obtained 
even when quite high shear rates are imposed, as 
shown by Rashidi and Banerjee[2]. 

They visualize the liquid side flow, using a mi- 
crobubble tracer technique, in a situation in which 
there is a wall at the bottom of the liquid stream. 
The high-speed, low-speed streaks seen by many in- 
vestigators are found near the wall. However similar 
structures are also seen at high enough shear rates at 
the interface - whereas at low shear rate the interface 
structure looks patchy. Clearly there is a shear rate 
at which transition occurs, but once streaks are es- 
tablished in the near interface region, the similarity 
between the bursts seen in the vicinity of the wall 
and of the interface is remarkable. This is shown 
in Figure 2, representing a side view of the liquid 
stream, with gas on the top going contercurrent to 
the liquid. 

Figure 2: Bursts from the 
liquid surface for contercurrent 
flow 

Quantitative similarities were also found by 
Rashidi and Banerjee[2]. If the interfacial streak 
spacing is non-dimensionalized with the interfacial 
shear rate, then Xf ~ 100, where A^" = XjuTi/v. 
Thus the interfacial streak spacing scales in the same 
way as the wall streak spacing, provided one uses the 
interfacial shear stress to obtain the velocity scale. 
Furthermore the period between bursts is seen to 
scale in the same way as at the wall, i.e. TBI = 90. 

The criterion for transition from the patchy struc- 

tures seen at no shear, to the streaky structures 
was clarified through direct numerical simulations by 
Lam and Banerjee[10]. They showed that the crite- 
rion for formation of streaky regions near a boundary 
depends on a non-dimensionalized mean shear rate 
(representing the ratio between shear and Reynolds 
stresses) which must be greater than one. Later the 
finding regarding interfacial bursts and streaks was 
confirmed by Komori et al.[ll]. 

Even if the qualitative picture seems the same at a 
sheared interface and at a solid boundary, there are 
detailed differences between the two cases that will 
play a role in mass and heat transfer processes. 

Lombardi et al.[12] did a simulation assuming a 
flat interface. They resolved about 170 shear-based 
units, h+, on each side of the interface, where h+ is 
based on the interfacial shear velocity, uT%. 

Runs at different density ratios (B?) between the 
fluids were performed. The gas and liquid were cou- 
pled through continuity of velocity and stress bound- 
ary conditions at the interface. 

The interfacial plane itself showed regions of high 
shear stress and low shear stress, with low shear 
stress regions corresponding to the low speed regions 
and the high shear stress to the high speed regions. 
The low shear stress regions are streaky in nature 
with high shear stress islands. At the edges of the 
high shear stress regions, vortices are seen to spin up 
on both sides of the interface. These are initially in 
the plane normal to the interface but subsequently 
are stretched in the quasi-streamwise direction by 
the mean flow. These quasi-streamwise vortices are 
known to play a major role in the ejection-sweep pro- 
cesses observed in wall turbulence, and they do the 
same at the gas-liquid interface. 

At this point it is worth considering how the high 
shear stress regions form. This can be clarified by 
considering a quadrant analysis of the velocity field 
over the interface in which velocity fluctuations in 
each quadrant of the Reynolds stresses are correlated 
with shear stress at the interface. In the first quad- 
rant both the streamwise and interface normal ve- 
locity fluctuations are positive. In the second, the 
streamwise component is negative but the interface 
normal component is positive. This corresponds to 
an ejection of low speed fluid. In the third quad- 
rant both the streamwise and the interface-normal 
velocity fluctuations are negative, and in the fourth 
the streamwise component is positive whereas the 
interface-normal component is negative. The fourth 
quadrant then corresponds to a sweep in which high- 
speed fluid is brought towards the interface. Con- 
sider now the correlation of each quadrant of such 
velocity fluctuations with the interfacial shear stress 
shown in Figure 3 (top) on the gas side. It is clear 
that sweeps, i.e., in the fourth quadrant, lead to the 
high shear stress regions whereas ejections lead to the 
low shear stress regions. This is what is observed in 
wall turbulence at a solid boundary and therefore the 
gas sees the liquid surface much like a solid boundary. 

However, if we look at Figure 3 (bottom), it is 
immediately clear that no such correlation exists on 
the liquid side. In fact, all the quadrants have similar 
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behavior with regard to the shear stress regions that 
occur below the high speed sweeps on the gas side, 
i.e., the motions that bring high speed fluid from the 
outer regions to the interface on the gas side, lead 
to the high shear stress at the interface. Conversely, 
ejections on the gas side which take low speed fluid 
away from the interface into the outer flow, strongly 
correlate with low shear stress regions. The liquid 
does not behave in this way and does not dominate 
the pattern of shear stress on the interface. 
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Figure 3: Probability of strongly 
coherent events classes according 
to quadrant as a function of 
interfacial shear stress in the 
region over which the events occur 
top: gas; bottom: liquid 

The difference between the gas and the liquid 
phases in the near interface region is further clari- 
fied by observing the velocity fluctuations on each 
side of the interface as shown in Figure 4. The top 
portion of the figure is for the gas whereas the bot- 
tom figure is for the liquid. The gas, as is evident, 
behaves much like flow over a solid wall. The fluctua- 
tions are almost identical to that at a solid boundary, 
in all directions - streamwise, spanwise, and wall- 
normal. On the other hand, the liquid, as evident 
from the bottom figure, has the largest fluctuations 
in the streamwise and spanwise directions right at 
the interface itself. It sees the interface virtually as 
a free slip boundary, except for the mean shear. As 
a consequence, vertical fluctuations vary as the first 
power of normal distance, and the square of the nor- 
mal distance, on the liquid and gas sides, respec- 
tively. 

Figure 4: Results from direct 
numerical simulation on rms 
velocity fluctuations, 
top: gas; bottom: liquid 

These observations are of some importance for the 
scalar flux on the gas and liquid sides. The mass 
transfer velocity ß+ is defined as: 

ß+ = du 
V2ReSc(c0-Cb) dxs 

f    uicdxs 
~ hh—j— Jo    uidxs 

(2) 

where ^- is the nondimensional gradient at the 
interface and cj and c0 are the bulk and interface 
concentrations. Mass transfer takes place at the in- 
terface by conduction only, therefore it is enhanced 
when bulk fluid is conveyed to the interface region, 
e.g. by sweeps. We extend the quadrant analysis 
and look at the correlation of the Reynolds stress - 
and therefore of the turbulence structure, in the var- 
ious quadrants with the instantaneous value of mass 
transfer velocity ß+ at the interface. 

Results are reported in Figure 5 for Sc=l and 
Sc=100 on the gas side and liquid sides. In all the 
cases, except for Sc=100 on the gas side, IV quad- 
rant events (sweeps) are seen to generate the highest 
values of the mass transfer velocity. 
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Figure 5: Prob, of strongly coherent events 
according to quadrant as a function of interfacial 
flux, /3+, in the region over which the events occur 
from top: gas Sc=l; Sc=100; liquid Sc=l; Sc=100 

This is evident when looking at the probability of 
such an event to occur (/p) and at the fraction of 
the total flux through the interface associated with 
it (/ft), as in Table I. On the liquid side the sweeps 
carry a larger fraction of mass flux (~ 0.50), than 
their probability (~ 0.30). On the liquid side the 
interface can be efficiently renewed by sweeps, be- 

cause the horizontal fluctuations are unimpeded. On 
the gas side the situation in modified by the differ- 
ent boundary conditions. At low Sc number, sweeps 
and Quadrant I events are seen to be the most ef- 
ficient for scalar transfer, but when the Sc number 
increases, and the thermal boundary layer becomes 
thin, sweeps cannot efficiently penetrate the concen- 
tration layer and the role of ejections becomes im- 
portant as in the Sc=100 case. The vertical velocity 
fluctuations very close to the interface decrease fast 
(as ~ xf) and limit the mass fluxes. 

Table I: Reynold stress and total heat 
fraction corresponding to II and IV 

quadrants. 
Sc (gas) 1 100 Sc (liq) 1 100 
fP in II 0.36 0.38 fp in II 0.29 0.32 
/pin IV 0.33 0.32 /pin IV 0.34 0.37 
h m II 0.25 0.34 h in II 0.15 0.20 
h in IV 0.46 0.36 fh in IV 0.52 0.52 

In Figure 6 we show a comparison between the 
DNS results and the prediction of surface renewal 
theory on the liquid side for Sc=56. Surface renewal 
theory hypothesizes that the mass fluxes across the 
interface are enhanced by sweeps of fluid, that bring 
fresh bulk fluid close to the interface. When a sweep 
impacts the interface the mass transfer coefficient 
reaches a maximum and then decaies in time as the 
near interface fluid saturates, till the region is even- 
tually refreshed by the next sweep. 

In the bottom of the figure the Reynolds stress and 
the vertical fluctuating velocity are shown as time 
proceeds. When they are both negative, a sweep 
is impacting the interface. In the center figure the 
corresponding mass transfer velocity is shown and 
compared to the values predicted by surface renewal 
theory. The top figure shows the total mass flux over 
time. The dotted curve in the center and top figures 
are computed using, respectively: 

—  and 2\— 
7rf V   7T 

(3) 

It appears that the mass transfer velocity increases 
when a sweep is present on the interface. The decay 
of the mass transfer velocity appears to be faster than 
t-1/2. It should be noticed, however, that the sweep 
effect persists at the interface and travels with the 
liquid mean velocity, therefore its effect propagates 
further along the interface, leaving the point of ob- 
servation. This means that in a Lagrangian frame, 
the DNS is closer to the surface renewal theory. 

To clarify this point, in Figure 7 we report the con- 
tour of the Reynolds stress (bottom) and of the mass 
transfer velocity (top). The vertical axis is time, 
and the horizontal the xi position. The graph de- 
scribes how a sweep moves along a line parallel to 
the streamwise direction, as time passes. The ar- 
rows indicate a sweep event and the corresponding 
mass transfer velocity. The sweeps appear to survive 
for more than 300 wall units, and the patch of high 
mass flux moves with it. 
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Figure 6: DNS and Surface Renewal theory 

10 12 

Figure 7: Streaks and ß+ moving at 
different x\ locations 
(horizontal axis), as time 
progresses (vertical axis) 

Based on the results of the quadrant analysis, a 
model based on surface renewal theory seems appro- 
priate for liquid side mass transfer. Sweeps are seen 
to control the mass transfer process, and the time 
history of ß+ in Figure 6 also supports this hypoth- 
esis. 

On the gas side, at first glance, it seems that this 
assumption would be less well founded. In fact we 
find that all large vertical (interface-normal) veloc- 
ity fluctuations are responsible for high mass trans- 
fer rates. Large vertical fluctuations are, however, 
mainly related to the bursting process thus also sup- 

porting parametrizations based on surface renewal- 
type models with both sweeps and ejections being 
important. 

The values of ß+ are shown in Figure 8 for the gas 
and the liquid, and in fact the high Sc number cases 
are in excellent agreement with correlations proposed 
by Banerjee [13, 8], based on surface renewal theory. 
Banerjee assumed that ejections/sweeps (the burst 
cycle) dominated mass transfer at high Schmidt 
numbers, and since these events scale with the fric- 
tion velocity, he was able to derive, for the gas 
side and the liquid side, respectively, nondimensional 
mass transfer coefficients: 

ß+ =0.07 to 0.095c"2/3 (4) 

ßf = 0.108 to 0.1585c"1/2 (5) 

10" 

10"' 

a) 

Figure 8.a: ß+ as function of Sc. gas 

10-' 

10" 

• DNS 
- 0.158 Sc'1 

- 0.108 Sc'1 

10" 10' 
Sc 

10' 

b) 

Figure 8.b: ß+ as function of Sc. liq. 
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Support for these correlations comes also from ex- 
periments, some of them performed after the corre- 
lations where proposed. For the liquid side, equa- 
tion (5) is compared with wind-wave tank data for 
Si<6 transfer rates from Wanninkhof and Bliven[14] 
in Figure 9. Again the agreement is good noting that 
Ui, is probably somewhat over estimated as the form 
drag was not separated out. For the gas side the 
lower bound of equation (4) is compared with the 
moisture transfer data of Ocampo-Torres et al.[15] 
in Figure 10. The agreement, again, is good. 

then help in understanding the full problem of gas 
and liquid interacting across a deforming interface. 

Table II: Matrix of runs performed. 
Case a/A A/2h h+ a 
SI 0.025 2.09 85.5 8.95 
S2 0.050 1.04 85.5 8.95 

The parameters of the simulation are shown in Ta- 
ble II, in which a is the amplitude of the (sine) wave 
and A is the wavelength. A detailed analysis of the 
velocity field and its statistics can be found in De An- 
gelas et al. [16]. It is worth summarizing some of the 
characteristics of the flow. In Figure 11 the average 
streamlines over one period for the SI case, and over 
two periods for the S2 case, are shown. In the first 
case the mean profile does not show recirculation, in 
the second case the flow separates behind the crest 
and recirculates in the valleys of the wave train. 

40.0 60.0 
U., (ems') 

80.0 100.0 

Figure 9: Comparison of Equation 
(5) with the data by 
Wanninkhof and Bliven 

0.000       0.010       0.020       0X130       0.040       0.050       0.060 

KHJO 

Figure 10: Mass transfer coefficient 
v.s. U* (Ocampo-Torres et al) 
compared with Equation (4) 

3 GAS FLOW OVER WAVY WALL 

We now examine in more detail what happens 
when the boundary is wavy. As pointed out ear- 
lier the gas sees the liquid virtually as a solid wall 
because the liquid has high inertia. Therefore, it is 
interesting to examine the case where the waves form 
a no-slip boundary. The wavelengths of the profile 
considered are comparable to that of capillary waves. 
Therefore this case can elucidate some of the effects 
on gas side mass and momentum transfer, that will 

Figure 11: Streamlines of the av velocity. 
SI top, S2 bottom 

We find that the streaky structure and quasi- 
streamwise vortices repeat somewhat regularly over 
the wavy surface. The quasi-streamwise vortices 
were identified using a scalar indicator related to the 
streamline rotation, fii, defined using the complex 
eigenvalues of the velocity gradient tensor. In Fig- 
ure 12 the iso-contours of positive and negative fli 
are shown for the SI and the S2 cases. In the SI 
case most of the quasi-streamwise vortices initiate 
after x/X = 0.5, i.e. after the reattachment point. In 
the S2 case they initiate after x/X = 0.7, again after 
the reattachment point. In the S2 case it is evident 
that the quasi-streamwise vortices are always gener- 
ated at the region of favorable pressure gradient and 
that they extinguish in the next reattachment point 
where they are replaced by new vortices arising from 
the wall region. 

A simple scenario for the phenomena can be de- 
veloped from these considerations. Fluid impacts the 
wall at the reattachment point, and the kinetic en- 
ergy associated with it, in part redistributes to the 
spanwise direction, and in part generates high shear 
stress in the region downstream of the reattachment 
point. A very thin, but energetic layer of streaky (low 
speed-high speed) fluid develops and propagates over 

3-9 



the crest of the wave and over the recirculation re- 
gion, transported by the mean flow. When the next 
reattachment point is approached, this streaky re- 
gion is carried by the fluid stream and impacts the 
wall. The process then starts again. The quasi- 
streamwise vortices are generated in the region af- 
ter the reattachment point and they are also trans- 
ported by the mean flow till they are replaced by new 
streamwise vortices coming from the next reattach- 
ment region. 

^Ä^^e-; 

Figure 12: Iso-contours of fii. SI top, S2 bottom 

The wave steepness affects the mass transfer ve- 
locity ß+. The value of ß+ is shown in Figure 
13 for cases SI and S2 and compared to the re- 
sults obtained for a flat wall. Over the range of 
Sc numbers investigated, ß+ is seen to increase with 
wave steepness. This phenomenon has been observed 
experimentally[17], in attempts to obtain heat trans- 
fer augmentation. 

The dependence on the steepness of the wave pro- 
file is more evident as the Sc number increases. This 
can be explained as follow. For low Sc number the 
quadrant analysis shows that sweeps and Quadrant I 
events control the mass transfer. Sweeps are in turn 
related to the shear velocity that decreases with wave 
steepness. On the other hand, the vertical motion 
over the wave can bring flow closer to the boundary 
and help mass transfer. These two contrasting effects 
do not compensate, and ß+ increases with steepness. 
When the Sc number increases, sweeps are not longer 
controlling the mass transfer process, which is now 
limited by vertical fluctuations, and benefits more 
from the induced vertical fluid motion over the wave. 

The vertical flow motion over the wave acts in the 
same way as the sweep-ejection cycle. The flow can 
penetrate closer to the boundary and renew it more 
efficiently. The part of the pressure drop that goes 
into form drag, on these scales promotes mass trans- 
fer, generating inrushes and outrushes of flow. 

These findings do not contrast with the generally 
accepted view that only the friction velocity has to be 
accounted for when parametrizing ß+. The wave am- 
plitude of our simulation is ~ few millimeters. The 
length scale on which inrushes and outrushes take 

place is similar to the length scale of sweeps and ejec- 
tions, and their influence on the mass transfer is to 
be expected. 

In the ocean, waves have lengths in the order of 
meters. The vertical flow induced by these long 
waves are irrelevant for mass transfer. They hap- 
pen on scales much bigger than the mass flux length 
scales, and they cannot affect ß+. From our analysis 
it emerges that in such situations only the friction 
drag, and the form drag over capillary waves, are 
relevant for the modeling of ß+. 

We should notice that for the simulations reported 
the form drag amounts only to a small part of the 
total drag. Specifically, 10% of the total drag in the 
SI case, and 18% in the S2 case goes into form drag. 

1(f 

10" 

Figure 13: ß+ as a function of Sc 

4  GAS-LIQUID  FLOW  NEAR DEFORM- 
ING INTERFACES 

When the interface is free to deform two new 
parameters enter into analysis: the Weber number 
(We) and Froude number (Fr), defined in the Ap- 
pendix. 

The numerical method, also discussed briefly in 
the Appendix, cannot handle wave breaking so We 
and Fr have to be chosen carefully. This limits the 
shear velocity ~ 0.3 m/s on the gas side which im- 
plies for an air-sea problem a 10 m wind velocity of 
about 8 m/s. In any case, the cases considered are 
listed in Table III together with 10 m and 5 m wind 
velocities. 

Table III: Matrix of runs performed. 
Case FrT WeT UTg Us u10 
Dl 1.410"4 3.610-3 0.18 4.4 5.5 
D2 3.910"4 5.010"3 0.26 5.5 7.4 
D3 5.710-4 5.710-3 0.29 6.0 8.1 

The wave amplitudes in these cases are less than 2 
mm and the wavelength about 4 to 5 cm. The com- 
putational domain dimensions are roughly 16 cm in 
the streamwise direction, 8 cm in the spanwise direc- 
tion and 2 cm in the interface-normal direction. The 
domain size is therefore sufficient to capture capillary 
wave effects. 

Before we discuss the results, we note that these 
are complicated and delicate simulations because 
there are three very different time scales.   If R is 
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the square root of the density ratio between the two 
fluids, the turbulence time scale on the gas side is R 
time smaller than on the liquid side, and the time- 
period of waves is significantly greater than the tur- 
bulence time scale on the liquid side. This problem is 
therefore very stiff. Also the final wave spectrum de- 
pends upon the initial wave-shape assumed, to some 
extent, because of the non-linearity of the problem. 

In the three cases in Table III, the waves appear 
to have reached a equilibrium amplitude and steep- 
ness. A snapshot of the interface shape is shown in 
Figure 14, for the three cases. The interface shape 
becomes more three-dimensional as the wind speed 
increases, and the amplitude, of course, increases. If 
the shear stress pattern on the interface is observed, 
high shear stress regions can be seen over the wave 
crests, and low shear stress regions over the valleys, 
as the shear stress pattern is dominated by the gas 
side. Also the typical streaky structures are similar 
to those observed in the flat interface case. 

Figure 14: Interface shape, gas on the top, 
going from left to right, liquid on the 
bottom, going from right to left. From top 
to bottom, cases Dl, D2, D3 

Turning now to scalar transfer, we do not observe 
significant changes in the value of ß+ on the gas 
and liquid side compared to the fiat interface case. 
Changes are of 0(5-10%) which is within the statis- 
tical error. Having said this, we do observe a slight 
trend. The value of ß+ on the liquid side is seen 
first to increase and then to decrease with wave am- 

plitude.   On the gas side we observe no significant 
change. The values are shown in Table IV. 

Table IV: ß+ for Sc=2. 
Case Gas Liquid 
FL 0.043 0.065 
Dl 0.044 0.071 
D2 0.041 0.077 
D3 0.040 0.075 

The modest increase of ß+ for small wave ampli- 
tude on the liquid side has also been observed by Ko- 
mori et al.[ll] in wind-wave tank experiments. Ko- 
mori at al.[ll] observed first a slight increase of ß+ 

with wave amplitude and then a drop. 

5 CONCLUSION 

Mass transfer across gas-liquid interfaces has been 
studied. For flow over a fiat interface the effect of 
the Schmidt number has been investigated. Also the 
effect of the turbulence structure on the mass fluxes 
has been studied. It has been found that large verti- 
cal (interface-normal) velocity fluctuations dominate 
the gas side flux whereas sweeps control the liquid 
side flux. Both these scale with the friction velocity 
and support parametrizations proposed previously 
(equations (4) and (5)). 

For gas flow over a wavy wall mass transfer aug- 
mentation has been observed, the interface-normal 
motion being enhanced by the sinusoidal form of 
the boundary. However for waves formed on a mo- 
bile interface, the value of ß+ is not significantly af- 
fected, indicating that the parametrizations in equa- 
tions (4) and (5) are still valid. It appears that such 
parametrizations also carry over to more complex 
multiphase flows e.g. bubble columns where a group 
in Tolouse[18] has shown that equation (5) holds for 
the liquid side mass transfer. This is probably be- 
cause the length scales associated with the sweeps 
are much smaller than the bubble size and the mean 
interface structures are similar to those in separated 
flows. 

6 APPENDIX 

6.1 Velocity field calculation 

The mass and the momentum balance for an in- 
compressible Newtonian fluid can be written as: 

(6) 
r v-u = o 
\ f +u-Vu = -Vp+iV2u 

The Reynolds Number based on the shear velocity is 
given by: 

Re 
pu*h 

u* = Vhä (7) 

where u* is the effective shear velocity, n is the 
mean pressure gradient that drives the flow and h 
is half the average length in the vertical direction. 
The dimensions of the domain are {1^,1^,1^) = 
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(4nh+,2irh+,2h+) where h+ = y/2Re and Re - 
60.4. The boundary conditions are periodic in the 
xi and X2 directions. The flow geometry is shown in 
Figure 1, for the case of gas and liquid interacting 
across a deforming interface. The boundary condi- 
tions in the xz direction are as follows: at the inter- 
face the flow on the gas and liquid is constrained to 
satisfy continuity of velocity and stresses, i.e. 

n+J-f = 0 

((£,-!,)■») 

I -a-i = us 

• ti = 0  , i = 1,2 (8) 

where the subscripts I and g stand for gas and liq- 
uid respectively, z is the stress tensor, p the dynamic 
pressure, / is a measure of the vertical displacement 
of the interface with respect to the mid plane, and n 
and ti are the normal and tangential directions. The 
quantities We and Fr are the Weber and Froude 
numbers defined as: 

We = 
7 

Fr = u?*P 
gh{pi - pg) 

(9) 

where 7 is the interfacial tension (assumed constant) 
and g is the gravitational acceleration. On the outer 
boundaries free slip is assumed, so no turbulence gen- 
eration occurs there. 

The evolution of the interface is computed from 
the kinematic condition, that it is applied at the end 
of the liquid half step. 

§t + ..v/-o (10) 

We use a nonorthogonal transformation to map 
the 3D, time-varying domain into a parallelepiped, 
and a projection method to discretize the flow equa- 
tions. A modification of the fractional time step 
method introduced by Temam[19] is used, with two 
intermediate steps. Details can be found in De An- 
gelis et al. [16], where the algorithm is discussed for 
flow over a wavy wall. 

The only new element in the algorithm used here 
compared to [16] is related to the way boundary con- 
ditions are satisfied. We use a fractional time-step 
technique. On the liquid side continuity of stress is 
imposed using the stresses computed on the gas side 
at the previous half time step, also the continuity 
equation is explicitly enforced. We obtain therefore 
a 4x4 system of linear equations in the unknowns 
dui/d^i, i = 1...3 and p. On the gas side the velocity 
at the boundary is taken equal to the velocity of the 
liquid at the previous half time step. 

Care has to be taken in choosing the required 
pressure boundary conditions. For the solution on 
the gas side, we used the usual zero-normal-gradient 
boundary condition, dp/dn = 0 at the interface, that 
we found to perform well in the case of flow over a 
wavy wall. This is possible because when the veloc- 
ity field is computed on the gas side, u™7  '   = ufj is 

used at the interface. The gas is therefore boundary 
fitted to the domain. 

On the liquid side it is not appropriate to use this 
boundary condition, because the velocity field at the 
end of the liquid half step, is not boundary fitted. 
Instead we use as a boundary condition for p, the 
pressure that satisfies the normal stress balance on 
the interface. 

A pseudospectral solver is used to finally solve 
equation (7). 

6.2 Concentration field calculation 

The evolution of a passive scalar field is governed 
by the equation: 

dc 

a*+v-(uc) = sc^2c+sclil (11) 

where Sc is the Schmidt number. Boundary condi- 
tions are periodic in the x\ and X2 directions. In 
the xz direction c = 1 on one boundary and c = 0 
on the other. The first boundary condition conforms 
to the usual chemical engineering assumption that 
the interfacial concentration is the equilibrium con- 
centration at given pressure and temperature. The 
term Q represents a source term, that can be either 
zero or constant[20]. 

In order to resolve the concentration field for high 
Sc numbers a very fine grid is required. Given 
the maximum number of nodes allowed, this can 
be achieved by remapping the Chebyshev colloca- 
tion points, to concentrate grid points in the in- 
terface region. This approach has two drawbacks. 
Sufficient resolution is not guaranteed in the coars- 
ened regions, and the resulting transformation is non 
linear, complicating the solution of equation (11). 
We use, instead, a very simple linear mapping to 
stretch the scalar boundary layer into a domain that 
is suitable for use of Chebyshev polynomials, i.e. 

^scalar = o5c~SLvelocity> where s=1/2 and s=1/3 

respectively on the liquid and gas sides, as suggested 
by equations (4) and (5). We then introduce a fic- 
titious internal boundary within the fluid region re- 
solved for the velocity field calculations. 

This is possible because, as we mentioned in the 
introduction, the main concentration changes take 
place in length of order of millimeters on the gas 
and liquid sides, whereas domain length scales are 
~0(cm). 

The presence of the source term is necessary at 
low Sc number. In a real situation, say heat transfer 
across pipe walls, the temperature gradient decreases 
linearly in the boundary-normal direction, £3, be- 
cause the heat is convected away by the mean flow. 
In a numerical simulation in which periodic bound- 
ary conditions are used in the streamwise direction, 
the mass flux remains constant in the xz direction, 
because what "exits" from one edge of the domain, 
"enters" from the other. 

As a consequence the concentration profile shows 
significant gradients in the xz direction. The def- 
inition of the bulk concentration is meaningless in 
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this case. This problem was also reported by Calmet 
and Magnaudet[21]. They solved the problem by re- 
sorting to an ingenious - but somewhat ambiguous - 
graphical construction to compute the bulk concen- 
tration that would correspond to a linear decreasing 
mass flux (in the wall-normal direction), based on 
the results for the constant-flux profile. 

We use a different approach. In order to obtain a 
linear flux in the xz direction it is sufficient to use 
a source term, Q, in the scalar diflusion-advection 
equation, (11). A constant source term is consis- 
tent with periodic boundary conditions in the two 
horizontal direction, and results in a total mass flux 
linearly decreasing in the x$ direction, see Moin and 
Kim[20] and Teitel and Antonia[22]. 

For Sc=l and Sc=2, in the case in which the source 
term is zero, the value of the mass transfer velocity is 
substantially lower than what is predicted by equa- 
tion (4) and measured in experiments, see for exam- 
ple Kader and Yaglom[23]. The data are reported 
in Table V. Previous numerical simulations in which 
Q=0 was used, predicted a value of ß+ = 0.52 for 
Sc=l[24] - in agreement with our own DNS results 
for this case. 

Table V: ß+ for small Sc numbers. 
Sc gas Q=0 gas Q ^ 0 liqQ=0 liqQ^O 
1.0 0.053 0.067 0.067 0.083 
2.0 0.040 0.047 0.059 0.068 

When a source term is introduced, the value 
of ß+ increases significantly, and lies just below 
the prediction of equation (4), as expected from 
experiments[23]. 

-0.1 

The concentration profiles for Sc = 1 on the gas 
and liquid sides are shown in Figure 18, and it can be 
clearly observed how in the case in which the source 
term is zero, considerable concentration gradients ex- 
ist in the center of the domain, whereas the concen- 
tration profile appears flat when Q ^= 0. 

LIST OF SYMBOLS 

ß mass transfer velocity (m/s) 
ß+ non-dimensional mass transfer velocity 
e dissipation rate 
h half-domain depth 
h+ domain depth based on uT 

A+ non-dimensional streak spacing 
Aoo integral length scale 
R square root of gas/liquid density ratio 
ReT eddy Reynolds number 
Re Reynolds number based on uT and h 
Q source term in scalar transport equation 
T time between bursts 
TT non-dimensional time between bursts 
T time between surface renewals 
'V) wall shear 
Tl interface shear 
UTW wall shear velocity 
UTI interface shear velocity 

Vvß r.m.s. velocity fluctuations 

Figure 18: Average concentration profiles for 
Q = 0 and Q ^ 0. 
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DISSIMILARITY BETWEEN HEAT TRANSFER AND MOMENTUM TRANSFER IN A 
DISTURBED TURBULENT BOUNDARY LAYER WITH INSERTION OF A ROD 

K. Inaoka, J. Yamamoto and K. Suzuki 

Department of Mechanical Engineering 
Kyoto University, Kyoto 606-8501, Japan 

ABSTRACT 
Numerical computation was carried out for a turbulent boundary layer disturbed by a square rod based on a concept of 
decomposing each quantity into its three components, i.e. time mean, periodical and stochastic ones, respectively. The 
effect of stochastic fluctuation of velocity and temperature on the time mean and periodically changing parts of flow 
and thermal fields was modeled with a k - e type turbulence model. Obtained results of heat transfer coefficient agree 
well with the experimental data with a modified LS model. Reduction of skin friction coefficient is obtained 
simultaneously. Therefore, generation of the dissimilarity between momentum transfer and heat transfer in the studied 
boundary layer was predicted. Discussion is developed for the washing action exerted by a spanwise vortex and its role 
of generating the dissimilarity. 

1 INTRODUCTION 

In a flat plate turbulent boundary layer disturbed by a 
cylinder mounted normal to the flow direction and 
detached from the plate, reduction of skin friction of the 
flat plate was found to appear in the region downstream 
the inserted cylinder where significant enhancement of 
heat transfer was observed(1). This opposite direction of 
change of heat transfer against the one of momentum 
transfer was called dissimilarity. Later, structural study 
of turbulence was made near the wall with octant 
analysis(2) in the similar disturbed turbulent boundary 
layer in which the dissimilarity was generated. It was 
clarified in the study that hot outward and cold 
wallward interactions were intensified more strongly 
than sweep and ejection were intensified(3). Such 
interactive fluid motions are the motions classified into 
the first and third quadrants in u-v plane where u and v 
are the streamwise and wall-normal components of 
velocity fluctuation, respectively. Thus, these two 
interactive fluid motions contribute negatively to 
momentum transfer. On the other hand, such an 
intensified wallward interaction was found more likely 
to be cold one, i.e., the one characterized by negative 
temperature fluctuation, than to be hot one, namely the 
one characterized by positive temperature fluctuation. 
Additionally, the intensified outward interaction is 
more likely to be hot than to be cold. Therefore, the two 
types of interactive fluid motions were regarded to 
contribute positively to heat transfer and result in 
generating the dissimilarity. 

Similar larger fractional contribution from the 
first and third quadrants of u-v plane were separately 
reported also for a few types of organized unsteady 
laminar flows(4),(5),(6). In these works, the washing action 
to be exerted by a spanwise vortex was found to be 
responsible for the generation of spontaneous 
dissimilarity which can lead to the dissimilarity between 

the time mean heat transfer and momentum transfer. 
Recently, selective intensification of such interactive 
fluid motions was related to the periodical velocity and 
temperature fluctuations produced by the Karman 
vortex shed from a square rod in case of a turbulent 
channel flow(7) or the from a cylinder in the case of a 
disturbed turbulent boundary layer(8). de Souse et al.(8) 

also suggested that the washing action is also important 
in the generation of the dissimilarity in a disturbed 
turbulent boundary layer. 

The present article discusses the above topics 
from an approach different from the previous ones. An 
effort is made to see if the dissimilarity can be predicted 
numerically. For this purpose, an unsteady flow 
numerical computation is carried out for a flat plate 
turbulent boundary layer disturbed by a square rod by 
making use of a k-e type turbulence model. The 
adopted numerical scheme is developed from the 
computation code for an unsteady laminar boundary 
layer disturbed by a square rod(9), and the shedding of 
the Karman vortex from the inserted square rod is 
computed one by one. The discussion will be developed 
on the results to be obtained and attention is paid to the 
roles of the Karman vortex and the washing action 
exerted by a vortex appearing near the wall. 

2 FEATURES OF DISSIMILARITY AND FLOW 
GEOMETRY TO BE STUDD2D 

As discussed in the INTRODUCTION, skin friction 
coefficient Cf and heat transfer coefficient h as well as 
turbulence quantities have been measured intensively in 
a turbulent boundary layer disturbed by a cylinder(3),00). 
Some results on Cf and h are cited from Suzuki et al.(3) 

in Figures 1(a) and 1(b). Recently, similar experiments 
were done for the case where a square rod was inserted 
into a turbulent boundary layer011 This is to make the 
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O No Cylinder 

Di CA/--0.25      O C/d--Ud 

A C/d=0.5       O C/d=2.0 

O C/d=1.0       A c/c/rj.53 

200 600     800 

200 600    800 
x (mm) 

Figure 1 Distribution of Cf and hlh0 in a turbulent 
boundary layer disturbed by a cylinder(3). 

Figure 2 Computational domain and coordinate system. 

geometry of an inserted body more convenient to attach 
a splitter plate and see if its attachment is effective to 
suppress the Karman vortex and, therefore, to suppress 
the dissimilarity. From a view point of grid point 
allocation in a numerical computation, a square rod is 
preferable as a body to insert in the turbulent boundary 
layer. Therefore, the present numerical computation 
will be made for this geometry shown in Figure 2. 

1 Entrance 

2 Honeycomb 

3 Screen 

5 Upper wall 

6 Test section 

7 Main blower 

9 Plate 

11 Suction blower 

12 Inserted body 

4 Contraction chamber  8,10 Flow controller 

Figure 3 Schematic view of the wind tunnel. 

S=2Q 
(Undisturbed) 

Flat plate 

Name of body 

K     Eg   Square rod 

SP1    [T]^-   L=D 
^__^   Splitter plate 

D—   L=2D SP2 

SP3    [|j- L=3D 

SP5 L=5D 

Figure 4 Geometry of the flow system, coordinate 
system and geometric parameters00. 

Description of the experimental apparatus and results to 
be compared with the present numerical computation 
will be briefly made in the following. Some features of 
the dissimilarity to be discussed later are also 
demonstrated here. 

Figure 3 illustrates a used low speed wind tunnel. 
A flat plate was located at the bottom of the wind tunnel 
of the cross section of 3 80mm x 380mm. Uniformity of 
free stream velocity was secured at the leading edge of 
the flat plate by drawing the boundary layer developed 
on the upstream part of the tunnel floor with a blower 
11. The free stream velocity was kept at 14m/s and 
streamwise uniformity of static pressure was established 
by adjusting the geometrical position of the tunnel 
ceiling. As is shown in Figure 4, a square rod of 8mm 
thickness was mounted at a streamwise position of 
1400mm downstream from the flat plate leading edge in 
a manner keeping the space between the rod and the flat 
plate at 8mm. The thickness of the approaching 
boundary layer was measured to be 28mm at the 
insertion station of the rod unless it was inserted. The 
square rod was positioned parallel to the flat plate and 
normal to the free stream. Therefore, the studied flow is 
statistically two-dimensional. In some experiments, a 
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Figure 6 Streamwise distribution of C//C/0. 

splitter plate of different length was attached to the 
square rod. Attachment of the splitter plate did not 
significantly affect the value of skin friction coefficient. 
However, lengthening the splitter plate resulted in the 
suppression of the Karman vortex and was observed to 
noticeably change the value of heat transfer coefficient. 
Thus, the degree of the dissimilarity can be controlled 
by changing the length of the attached splitter plate. 

Figures 5 and 6 illustrate the streamwise 
distribution of the measured heat transfer coefficient 
and skin friction coefficient, respectively. A0 in the 
figure indicates the value of the heat transfer coefficient 
for a normal flat plate boundary layer without insertion 
of any body. It is clear that heat transfer is enhanced by 
the insertion of the square rod (case K) but that skin 
friction coefficient is less affected by the attachment of 
splitter plate. The results of the present numerical 
computation is compared in the following with the 
experimental results of this case K. 

It is observed that enhancement of heat transfer 
becomes less pronounced with the elongation of the 
splitter plate. In contrast to this, skin friction coefficient 
does not change noticeably with the change of the 
splitter plate length. Figure 7 shows the power spectra 
for streamwise component of velocity fluctuation for 
several cases of different length of the splitter plate. The 
spectra were measured at a position near the flat plate at 
the streamwise location near the square rod. Peak of the 
spectrum becomes less remarkable with lengthening of 

10°      10'      102      103      10' 
f(Hz) 

g   104 

 V 

~Jx  ~~~"\ 

Case SP3   \ Case SP5   \ 
x/5=2.0        \ x/5=2.0         V 
y=6mm          . \ y=6mm           \ 

103     10* 
f(Hz) 

Figure 7 Power spectrum of« and v. 

the splitter plate. Especially, no peak is observable in 
the spectrum for the case of the longest splitter plate. In 
this case, heat transfer is least enhanced. Therefore, the 
Karman vortex or its accompanying periodical 
fluctuation is concluded to play an important role in 
generating the dissimilarity. In this sense, three 
component decomposition of a quantity, namely 
decomposition into time mean value, periodical part 
and stochastic part of fluctuation, is needed in the 
numerical computation to succeed in the prediction of 
the generation of dissimilarity. This was also pointed 
out by Yao et al. in their paper on a turbulent channel 
flow disturbed by an inserted square rod(7). 

In the experiments on a turbulent boundary layer 
disturbed by a cylinder, de Souza et al. showed that the 
Karman vortex shed from the lower half of the inserted 
body disappears in a short distance and that another 
vortex shed from the upper half keeps a much longer 
life<8). It was also observed in their experiments that the 
latter vortex approaches to the flat plate and that it 
exerts a washing action to the flat plate surface. This 
washing action was confirmed to be the generation 
mechanism of the dissimilarity, as was concluded by 
Suzuki et al. in a series of numerical studies of an 
unsteady channel flow partially blocked with a square 
rod(4).(5)_ 

3 COMPUTATIONAL METHOD AND PROCE- 
DURES 

The following three components decomposition is 
adopted for a velocity component in xt direction, u, , 
pressure p and temperature 6; 
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u, = u, + uf +ul = (u^+uj 

p = p+p+p' = (p)+p' 

6 = 0 + 0 + 0' = (0) + 0' 

(1) 

(2) 

(3) 

where ~ denotes the time mean value of a quantity, ~ 
designates the periodical part of the fluctuation of the 
quantity and ' the turbulent stochastic component of 
the fluctuation of the quantity. ( ) denotes the phase 

average. 
The governing equations for ui may be written 

as follows0 2). 

Sx, 

St      J Sx, 
dp      1    S^u, .-£-+ 1— 
Sx,    Re Sx,Sx, 

(4) 

(5) 

where t is time and Re is the flow Reynolds number. 
Substituting Eqs.(l)-(3) into Eq.(5), taking into account 
of Eq.(4) and then phase averaging, one obtains the 
following equation for («,.). 

St        \ J'   Sx. Sx.       RP SY Sr       Sv   \ ' Jl Re SXJSXJ    dxj 

(6) 
The third term of the right hand side of the above 
equation is modelled with a turbulence model as was 
made in the references (13)-(18). Here are used two 
types of low Reynolds number version of the k-e 
turbulence models, i.e., Launder-Sharma model 
(hereafter referred as LS model) <19) and Kato-Launder 
model (hereafter referred as KL model) <20) but with a 
little modification, namely; 

-(«;«;)=v, f <?<«,), 4J 

where 
•      "J" (e) ' 

"3*#(*> C7) 

C =0.09,  /  =exp. 
-3.4 

(l+R,/50) j nf) 

Phase averaged turbulent kinetic energy (lc) and the 

rate of its dissipation (s)  are determined from the 

following transport equations with reference to the LS 
model: 

4*L/..\*(*> 
St «■ Sx, 

fiMfH-«^) 3xj 

(9) 

St     \ Jl Sxj     Sxj [I      aj Sxj j 

if)     _ ifL 
C'lfx(k)Pt    C'2A(k)+E 

(10) 

where 

Pk = v,S\ S 

D = 2v 

E = 2vn, 
r*W 
ySxJSxiJ 

,/,=1.0,/2 = 1.0-0.3exp(-Ä,2), 

Ca = 1.14,  Ccl = 1.92 ,  ak = 1.0,  a£ = 1.3 (11) 

s is the isotropic part of the dissipation rate. Adoption 
of s as a variable simplifies the wall boundary 
condition of the dissipation rate since s = 0 at the wall. 

In order to reduce the excessive production of 
(k) in the stagnation regions due to an unrealistic 

simulation of the normal turbulent stresses in LS model, 
KL model was proposed to replace the production 
expression Pk by 

v,SQ, 
s{u) 4,y 
Sx, Sx, 

(12) 
' J 

Similarly, energy equation can be expressed with 
(0) as follows: 

^),/.y(*)   i   <?2(g)  *w 
St Sx, RePr SXJSXJ Sx, 

-{ul0.) = ^M 
X '   '    Pr,  Sx, 

(13) 

(14) 

Unsteady flow Prandtl number was assumed to be 
constant in this study, namely Pr, = 0.9. 

Fully implicit forms of finite difference 
equivalents of the above mentioned equations were 
solved numerically along the time axis. For the finite- 
differencing of the governing equations, a central 
finite-differencing scheme was used for the diffusion 
terms. For the convection terms, the third-order upwind 
scheme (QUICK) was applied in case of the momentum 
equation but the central finite-differencing scheme in 
cases of the (k), (£) and energy equations. For the 

pressure   evaluation,   the   SIMPLE   algorithm   was 
employed. The alternating direction implicit (ADI) 
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Table 1    Conditions for computation. 

«„ 14.0 m/s 
D 8mm 

ReD 7075 
Re,. 1.24* 106 

s. 25 mm 
cID 1.0 

method was also combined. 
The geometry treated in the present study is 

illustrated in Figure 2, together with the coordinate 
system to be used below. A square rod is mounted in a 
flat plate turbulent boundary layer in a position normal 
to the flow direction and detached from the flat plate. 
The conditions for which computation is made are 
shown in Table 1. In the present study, main stream 
velocity u0(=l.4m/s) and rod size D(=8mm) were 
kept constant and the square rod was introduced at the 
location of streamwise Reynolds number 
Re,.=1.24x 106. The inlet and outlet boundaries of the 
computational domain were located at 20 D upstream 
and HOD downstream from the cylinder position, 
respectively. The free stream boundary was located at 
y=30D. 200 x 110 grid points were allocated non- 
uniformly in the computational domain with fine grid 
meshes near the flat plate and the square rod. Especially, 
more than two grid points were allocated within the 
viscous sublayer in order to evaluate quantities near the 
flat plate. The upstream boundary condition for the 
streamwise velocity {u}, was given as follows; 

u  =y 

H+=5.0+5.01n(v+/5.0) 

K
+
 = 2.44 lny+ + 5.0+2AATLW(yl5) 

(5</<30) 

(30</) 
(15) 

where       W(y /Ö) = 2sin2(ny/2Ö), 

n = 0.596, y* =— " u+=— (16) 

In order to determine other quantities such as (v), (k), 

(£) and (&) at the upstream boundary, preliminary 

steady computation was made for a normal undisturbed 
flat plate turbulent boundary layer in the smaller region 
of -30 <*/£>£-17.5. As for the upstream boundary 
condition for that preliminary calculation,  (v)  was 

assumed to be zero, (k) and (£) were given by the 

DNS   results   (19),   and   (0)   was   given   by   the 

experimental data obtained by the above mentioned 
wind tunnel. 

At the downstream boundary, gradients of all 
quantities were assumed to be zero in x direction. At 
the free stream boundary, the streamwise velocity and 
the cross-stream velocity were set to be w0(=14m/s) 
and zero, respectively. The gradients of the other 

quantities were also set to be zero in y direction. At 
the solid boundary, no-slip condition was used. The 
square rod was treated to be thermally insulated and 
uniform heat flux was assumed at the flat plate surface. 

The above set of equations was numerically 
solved and the time mean Nusselt number and time 
mean skin friction coefficient were calculated and 
compared with the experimental data discussed in the 
above. 

4 NUMERICAL RESULTS AND DISCUSSIONS 

Here is discussed the obtained numerical results in 
comparison with the experimental data. Figure 8 shows 
the streamwise distributions of time mean Nusselt 
number Nu and Figure 9 those of time mean skin 
friction coefficient Cf . In these figures, both values are 

normalized with the respective counterparts of the 
undisturbed boundary layer. It is observed in Figure 8 
that the present numerical results with LS model for the 
time mean values of Nusselt number agree fairly well 
with the experimental data over a wide range of 
streamwise length while those with KL model do not 
agree with the experimental data. Although the 
numerical results with LS model for the time mean 
values of skin friction coefficient take larger value than 
unity in the region near downstream of the rod, 
reduction of skin friction is obtained at the position xlD 
£ 9 as is actually observed experimentally. Thus, the 

0.5 - 

0.0 

°  < 

 KL model 
 LS model 
o    Experiment 

_i i i i ■   ■  ■ 

-2     0     2     4     6     8    10   12    14   16   18   20 
X/D 

Figure 8 Streamwise distribution of Nusselt number. 

ÜE 2 

l^  1 

■   i   ■   i ■■■ -i—<—i—■—i   ■   i—■—i—■—i—■—i—■— 

 KL model 

t                                        o    Experiment 
\ ° 

2     0 2     4     6     8    10    12   14   16   18   20 
X/D 

Figure  9   Streamwise  distribution  of skin friction 
coefficient. 
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generation of the dissimilarity was found to be 
reasonably predicted over a wide range of streamwise 
length with the LS model though it is weak in the 
region just downstream of the rod. This was achieved 

first time only through the present type of unsteady flow 
computation based on the three component 
decomposition approach. Such success has never been 
achieved with steady flow computation employing a few 

Figure 10 Streamwise distributions of instantaneous Nusselt number. 

Figure 11 Streamwise distribution of instantaneous skin friction coefficient. 
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phase 5 

x/D "    'x/D 
Figure 12 Instantaneous maps of the vorticity contours (Shaded parts: vorticity is positive). 

different turbulence models in attempts by the group of 
the present author. Although the results of the skin 
friction coefficient with KL model agree with the 
experimental data better than those with LS model, 
unreasonable results were observed in the Nusselt 
number distribution. Thus, the discussion will be 
concentrated on the generation mechanism of the 
dissimilarity predicted by the LS model in the 
following. 

As will be mentioned later, flow and thermal 
fields change in a highly periodic manner accompanied 
by a Karman-like vortex shed from the square rod. 
Therefore, in order to investigate the instantaneous flow 
and thermal field structures, several quantities were 
sampled at each instant corresponding to one eighth of a 
period of the velocity fluctuation. Figure 10 shows the 
streamwise distributions of instantaneous Nusselt 
number Nu and Figure 11 those of instantaneous skin 
friction coefficient Cf . In each frame of these figures, 
instantaneous distributions of Nusselt number and skin 

friction coefficient are shown with solid lines together 
with their time mean values illustrated by dotted lines. 
Time change of Nu and <Jf distributions are observed 
in these figures. Similar to the distribution of Nu, Nu 
has two or three peaks in distribution at each instant. 
While its first peak appears at almost the same position 
close to the square rod, its second peak changes its 
position from one phase to another, i.e., the second peak 
position moves downstream with an elapse of time. The 
same feature of time variation is clearly observed in the 
distribution of <Jf. In these figures one interesting 
feature can be observed. Namely, heat transfer 
enhancement is generated at positions where the 
reduction of the skin friction coefficient is observed. 
This means that instantaneous dissimilarity between 
heat transfer and momentum transfer is locally 
generated. This instantaneous dissimilarity appears at 
an upstream position of xl £>=3.0 at the instant of 
phase 1 and moves downstream with an elapse of time. 
Because of such instantaneous dissimilarity can be ob- 

4-9 



phase 5 

Q 
"5» 

0 b 

x/D "    'x/D 

Figure 13 Instantaneous maps of the temperature contours. 

served at every instant, it should contribute to the time 
mean dissimilarity found in Figures 8 and 9. 

Figures 12 and 13 respectively show the 
instantaneous maps of the vorticity and temperature 
contours, which were sampled at the same instant as the 
for each frame of Figures 10 and 11. In Figure 12, the 
shaded parts correspond to the regions where vorticity is 
positive and the unshaded parts to those where it is 
negative. The arrow in the figure represents the peak 
position of instantaneous Nusselt number or the position 
where the dissimilarity exists. Time dependent behavior 
of the Karman vortex shed from the square rod can be 
observed in these figures but it is strongly distorted by 
the effect of the shear existing in the boundary layer. 
Negative-vorticity region (hereafter called NS region), 
which is formed in the upper half of the near wake of 
the square rod, rotates clockwisely entraining cooler 
fluid from the outer region of the turbulent boundary 
layer downward toward the flat plate while it moves 
downstream with an elapse of time (phasel-*phase4). 

Simultaneously, this NS region drives the positive- 
vorticity region (hereafter called PS region) upward 
(phase3-»phase7). The PS region is formed in the lower 
half of the near wake of the square rod, although NS 
region itself is disconnected by the PS region at the 
phasel of the next period. Since this NS region supplies 
the cooler fluid from the outer region of the boundary 
layer toward the wall and the PS region ejects the hotter 
fluid from near wall region toward the outer region, 
their periodical motions basically enhance the wall heat 
transfer. 

The above mentioned motions of the PS and NS 
regions produce another important unsteady behavior of 
the flow. Namely, high-vorticity wall region develops 
near the flat plate surface is intensified in vorticity at 
the location beside the rod due to the flow acceleration 
occurring in the space between the rod and the flat plate. 
Figure 14 shows the magnified view of the 
instantaneous maps of the vorticity contour near the flat 
plate, which were sampled at the same instant as that of 
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4 t x/D      ' 
Figure 14 Instantaneous maps of the vorticity contours 

(Shaded parts: vorticity is positive). 
Figure 15 instantaneous distribution of the fluctuating 
velocity vector, «-v (Shaded parts: hotter than time 
mean temperature). 
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Figure 12. It is clearly observed that, assisted by the 
motion of the PS and NS regions, the tip of this high- 
vorticity wall layer is lifted just around streamwise 
position indicated by an arrow where the instantaneous 
dissimilarity is attained. This periodically lifted wall 
high-vorticity layer (hereafter called NW tongue) 
induces clockwise fluid motion around it and plays an 
important role on the generation of the instantaneous 
dissimilarity. 

Figure 15 shows the instantaneous distribution 
map of the fluctuating velocity vector, ü -v, together 
with the instantaneous temperature fluctuation,   6, 
sampled at the instant same as that of the previous 
figures. In Figure 15, the shaded parts indicate the 
region where 6 is positive and unshaded parts the 
region where it is negative. It is clearly observed in this 
figure that clockwise fluid motion is induced in the 
region where the lift of the tip of the NW tongue is 
observed in Figure 14. Around there, region of cooler 
fluid or of negative temperature fluctuation exists at 
positions near the flat plate. Thus, this clockwise fluid 
motion entrains fresh and cooler fluid into the near wall 
region below the NW tongue from its downstream side 
so that heat transfer enhancement is achieved there. 
Since this fluid motion entrains the fluid into the near 
wall region from the downstream side, it temporarily 
reduces the streamwise velocity along the wall so that 
skin friction reduction occurs there. At the upstream 
side of its fluid motion, appearance of an intense upflow 
from the near-wall region to the outside is observed. 
The upflow is effective in pumping out the hot fluid, 
which has exchanged heat with the wall surface. It 
prevents the excess heating of the wall and is thus 
effective in enhancing the heat transfer, too.  This 
clockwise fluid motion is clearly observed to lie just 
above the peak position of Nu indicated by an arrow, 
and it is the washing action of a spanwise vortex 
appearing near the wall discussed for a different type of 
unsteady flows in the references(4),(5)'(9). This washing 
action of the vortex appearing near the wall  is 
concluded to be the direct cause of the generation 
mechanism of the dissimilarity predicted in the present 
study. Supply of cooler fluid from the outer region and 
ejection of hotter fluid toward the outer region by the 
NS and PS regions discussed above play the role to keep 
fluid temperature around NW tongue cool. 

On the other hand, such entrainment of cooler 
fluid and pumping out of the heated fluid caused by the 
washing action exerted by the vortex are characterized 
by « <0, v <0 and 0<O, and ü >o, v >o and#>0, 
respectively. Thus, they are classified into the 
elementary fluid motions equivalent to the "cold 
wallward interaction" and "hot outward interaction" of 
turbulent elementary fluid motions. They contribute 
negatively to momentum transfer but positively to heat 
transfer and thus result in generating the dissimilarity. 
Figures   16  and   17  respectively  show the  spatial 

distribution of the contours of an instantaneous product 
between the fluctuating velocities, -«v, and of that 
between lateral fluctuating velocity and temperature 
fluctuation, v&. In these figures, the shaded parts 
indicate the region where the value is positive and 
unshaded parts the region where it is negative. From 
these figures, such interactive fluid motions are 
confirmed to be produced in the near-wall region 
around the position indicated by an arrow, -üv takes 
negative value but v0 takes positive value just 
downstream the positions specified by arrows. Thus, 
two types of interactive fluid motions are confirmed to 
be periodically intensified with relation to the washing 
action. Therefore, as was suggested by de Souza et al(8), 
selective intensification of such interactive fluid 
motions observed in a disturbed turbulent flow should 
be related to the washing action periodically exerted by 
a vortex near the wall. 

5 CONCLUDING REMARKS 

Numerical computation was carried out for a turbulent 
boundary layer disturbed by a square rod based on a 
concept of decomposing each quantity into its three 
components, i.e. time mean, periodical and stochastic 
ones. The effect of stochastic fluctuation of velocity and 
temperature on the time mean and periodically 
changing parts of flow and thermal fields was modeled 
with a k - s type turbulence model. 

Obtained results of heat transfer coefficient with 
LS model agree well with the experimental data while 
that with KL model do not agree with them. In the 
results obtained with the LS model, reduction of skin 
friction coefficient is observed, therefore, generation of 
the time mean dissimilarity between momentum 
transfer and heat transfer in the studied boundary layer 
can be predicted. Unfortunately, dissimilarity remains 
weak in the region just downstream of the square rod. 
This time mean dissimilarity results from the 
occurrence of the instantaneous dissimilarity. 
Generation mechanism of the instantaneous 
dissimilarity is strongly related to the behavior of the 
Karman vortex, i.e., high vorticity region shed from the 
square rod periodically intensifies the wall vorticity 
layer in the region downstream of the square rod. The 
downstream tip of the wall vorticity layer lifted from the 
wall induces a clockwise motion producing the effects 
called washing action. The washing action supplies 
cooler fresh fluid into the near-wall region from the 
downstream side and ejects the hotter fluid toward 
outside from the wall region, and therefore, generates 
the dissimilarity there. This washing action can fairly 
well explain the experimental results that the selective 
intensification of two types of interactive fluid motions 
was observed. 
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Figure 16 Instantaneous maps of -«v 
(Shaded parts: the value of-wv is positive). 

2 4 A 
X/D     J 

Figure 17 instantaneous maps of v8 
(Shaded parts: the value of vö is positive). 
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PREDICTION OF HEAT TRANSFER IN TURBULENT STAGNATION 
FLOW WITH A NEW SECOND-MOMENT CLOSURE 
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ABSTRACT 
The paper describes the application of a recently proposed low-Reynolds-number stress transport model to 
calculate the flow and heat transfer from an axisymmetric jet impinging normally onto a heated flat plate. Two 
different jet discharge heights, of 2 and 6 jet diameters are considered. Overall agreement with the experimental 
data is encouraging, but at the higher discharge height it is shown that weaknesses in capturing the initial jet 
development have some adverse effects on the subsequent radial wall jet behaviour. 

1 INTRODUCTION 

Flows involving impingement are widely used in in- 
dustrial heating, cooling and drying processes, be- 
cause of the high heat-transfer rates which can be 
achieved between the fluid and the impingement sur- 
face. 

In practical applications, a wide variety of con- 
figurations can be found, including impingement 
onto non-planar surfaces, multiple jet impingement 
and oblique impingement, all of which present some 
additional modelling challenges. The present study, 
however, concentrates on the relatively simple case 
of a single axisymmetric jet impinging normally onto 
a fiat heated plate. 

Despite the geometrical simplicity of a single jet 
impinging normally onto a wall, there are, neverthe- 
less, a number of quite complex aspects of the flow 
physics which have to be captured if the flow is to be 
predicted numerically. In the stagnation region there 
is almost irrotational straining of the mean flow, and 
the Reynolds stress component normal to the wall is 
actually larger than those parallel to it, in marked 
contrast to the situation in a simple boundary layer 
flow. There are also significant streamline curvature 
effects as the incoming jet is deflected by the wall 
and, although the flow does revert to a shear flow 
away from the stagnation point, the radial wall jet 
so formed is by no means a simple flow to predict. 

The combination of the above physical phenom- 
ena means that, despite its importance in engineering 
applications, stagnation heat-transfer is notoriously 
badly predicted by most turbulence models which 
have, primarily, been developed for shear flows par- 
allel to walls. However, the challenging physics and 
the geometrical simplicity also combine to make the 
impinging jet. an ideal flow to study when testing and 
developing new turbulence model formulations. 

Craft et al [1] reported calculations of the im- 

pinging jet flows studied experimentally by Cooper 
et al [2] and Baughn et al [3] using a variety of dif- 
ferent turbulence models. They showed that both 
the Launder-Sharma k-s scheme [4] and a basic, 
linear, second-moment closure significantly overpre- 
dicted the stagnation heat transfer. By employing a 
stress model with a cubic, realizable, pressure-strain 
model and an appropriate "wall-reflection" model, 
better predictions were obtained, although the com- 
puted variation of the stagnation Nusselt number 
with Reynolds number was not entirely in agree- 
ment with experimental data. Since these stress 
models were only valid for high Reynolds number 
regions, they were both used in conjunction with 
the Launder-Sharma k-s model covering the near- 
wall region, and some discrepancies, particularly in 
the heat-transfer predictions, may have been at- 
tributable to the rather simple near-wall modelling. 

Building on earlier work at UMIST [5,6], Craft 
k. Launder [7] reported further development of the 
above realizable stress transport model, extending it 
by introducing low-Reynolds-number effects and "in- 
homogeneity" corrections to account for the presence 
of walls. One important aspect of the model was that 
it contained no geometry-specific quantities such as 
wall-normal distances or vectors, which have conven- 
tionally been employed to account for wall-blocking 
effects, and which seriously limit the applicability of 
models to complex wall topographies. Some encour- 
aging initial results in shear and shear-free boundary 
layers were reported, although when applied to the 
impinging jet, the stagnation heat transfer was seri- 
ously overpredicted as a result of the model returning 
large turbulence lengthscales in this region. 

Craft [8] reported additional refinements to the 
model, and obtained reasonable agreement with ex- 
perimental and direct numerical simulation (DNS) 
data for a number of separating and reattaching 
flows.   Amongst the additional elements built into 
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this model was a lengthscale correction term, based 
on that proposed by Iacovides fc Raisee [9]. in the s 
equation, which improved predictions around reat- 
tachment points, and might be expected to bring 
similar improvements at stagnation points. This 
term again contained no explicit wall distance, and 
could, therefore, be applied to arbitrary geometries. 

Because of the importance of impingement heat 
transfer, there are many experimental measurements 
available in the literature. Reviews and references to 
a number of studies can be found in [10.11,12]. How- 
ever, many studies have not been ideal for use in vali- 
dating turbulence models because of uncertainties in 
the inlet conditions or other aspects of the flow. In 
the present study, the dynamic field measurements 
of Cooper et al [2] and corresponding heat transfer 
measurements of Baughn et a] [3] are used for com- 
parison. These two experiments employed the same 
geometrical set-up and, moreover, the jet exit condi- 
tions were well defined since a long section of tubing 
was used to ensure that fully-developed pipe flow was 
attained towards the exit. 

The following sections outline the details of the 
present Reynolds stress model, describe the numeri- 
cal implementation, and present and discuss the re- 
sults. 

2 MODELLING DETAILS 

The Reynolds stress transport equations can be writ- 
ten as   

DuiUi 
-^-± = Pij + nij-eij + dij (1) 

where the production term 

Pij = -(üiükdUj/dxk + üjWdUi/dxk)      (2) 

does not require any modelling, ü,-j represents the 
sum of the pressure-strain and pressure-diffusion pro- 
cesses. £jj is the dissipation and dij represents diffu- 
sion of the stress as a result, of the triple moments 
and viscous action. 

The models employed for the unclosed processes 
are those proposed by [8]. which are summarised be- 
low. 

2.1 Pressure-Correlation Model 

The pressure correlation, II,j is split into a redis- 
tributive and a non-redistributive part by 

n,j = 6'j — UiUj/kdr
k (3) 

where dp
k = — (l/p)d{pvk)/dxk is the pressure- 

diffusion of the turbulent kinetic energy. Such a 
division was found to be advantageous by Craft k. 
Launder [7], since the redistributive part, ©*-, shows 
the same qualitative behaviour in both near-wall and 
near-surface flows. 

The redistributive part of ü,j is modelled as 

<f>"ij = <f>"ij\ + <?ij2 + <?}Jl  + tfj2 (4) 

where the modelled forms for 6"j1 and p*-2 (detailed 
in Table 1) are based on the high Reynolds number 
forms of Oiji and o,-j2 described by Craft et al [13], 
but with the addition of some turbulent Reynolds 
number dependent damping functions. 

The coefficients Co and c2 in o"j2 have been 
taken as functions of the strain and vorticity param- 
eters S and Q as described by Craft [8], who found 
that this brought improvements to the predictions 
of a number of homogeneous strain fields, including 
axisymmetric expansion. This latter case is partic- 
ularly relevant to the present calculations since the 
strain field on the stagnation line in the impinge- 
ment region does quite closely resemble an axisym- 
metric expansion flow. Figure 1 shows the predicted 
development of the stress anisotropies in a homoge- 
neous axisymmetric expansion flow, for a range of 
strain parameters S'. The computations are started 
from an initially isotropic turbulence and the figure 
shows the subsequent time development of the stress 
anisotropies which can be seen to be in good agree- 
ment with the DNS data of Lee & Reynolds [14], 
particularly at the higher strain rates. 

Some additional "inhomogeneity corrections" 
[<!>iji and <b™2) are also included in the pressure- 
strain model, and these are summarised in Table 2. 
<p}"f is designed to return the correct near-wall and 
near-surface distribution of the stresses in the ab- 
sence of any mean strain effects. It does this partly 
by employing the "normalized lengthscale gradient" 
df defined as 

df = 
Nf 

0.5 + (N*N£) A\0.5 

where 

Nr — 
d(kl'»A°-5/c 

dxi 

(5) 

(6) 

As shown in [7], this quantity can be used to identify 
regions and the direction of strong inhomogeneity in 
the flow, such as is found near a wall or surface. 

The 4>\j2 correction acts to enhance the damp- 
ing of the wall-normal stress component very close 
to a stagnation point. However, the main near-wall 
correction to <foj2 is achieved by employing an "ef- 
fective velocity gradient." in the expression for (p'p, 
based on earlier explorations carried out by Launder 
k. Tselepidakis [5] and Launder & Li [6]: 

dUj 
dxj 

= 9Ui  [ CjldA  9Hh 

eff     dxj k dxkdxj 

with the lengthscale / taken as 

f = min(*3/2/£,20(i/3/c-)1/4) 

(') 

(8) 
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in order to limit the effect of the correction at large 
distances from the wall, and the coefficient 

cj = 0.7(.4(1 - 4))1/2min(S/6,1.0) (9) 

The reason for the dependence of cj on the strain pa- 
rameter 5 is to limit the influence of the term in re- 
gions where the velocity gradients are small but the 
second derivatives are large. Without such a limit 
equation (7) leads to excessively large effective ve- 
locity gradients around the position of the velocity 
maximum in the radial wall jet, resulting in too much 
damping of the turbulence, particularly in the initial 
wall jet development region of the flow. 

The correlation between fluctuating pressure 
and velocity, jöü^", appearing in dp

k, is modelled as 

put = -p{0.bdk + l.\d£)(vekAA2)ll2 

x [cPdiA2 + cpd2R;1/4 exp(-Ät/40)](10) 

with cpdi = 1.0+2.0exp(-/?»/40) and cpd2 = 0.4 
which was designed to give a reasonable fit to the 
available DNS data. 

2.2 Dissipation Tensor Model 

The form of the dissipation tensor model, Sij. em- 
ployed can be written as 

eij = (1 - /c)(^- +4 + %)/D + thf.eSij    (11) 

where 

UiUj  i n   w/w„ dvk d\fk 

k     dxi   dxn 
+ 2v *ij 

„  viUi d\/k d\fk     „  viUj dy/k d\/k 
-f 2v (- 2v  

k    dxj   dxi k    dxj   dxi 

Sa     = 2^Ldt8ii-
X^Ldi-^ldt If. UJJ df 

„III 
-ij 

D 

I dxk   dxk   u        dxi    dxj J 

(4* + e** + 4'*)/(2f) (12) 

and the coefficients are taken as cs$ = 0.3. fs = .415. 
Far away from a wall, the function ft ensures 

that the model returns close to isotropic dissipation, 
Sij = tysSij. Somewhat closer to a wall, s'^ is de- 
signed to return e,j ex. ewTüJ/i, as indicated by the 
DNS data of Kim et al [15]. Much closer to a wall, 
where the gradients of \/k become large, the remain- 
ing terms in ej ■ act to ensure that the wall-limiting 
values of Launder k Reynolds [16] are correctly pre- 
dicted: 

Ml C33 

US 

1  z22 1     -12 

4 ~H% ~ 2 wlw2 
(13) 

The s"j term improves the behaviour of the shear 
stress dissipation, Si2- in the buffer region, whilst 

the final term, e"- yields good agreement with the 
free-surface data of Perot k Moin [17]. 

2.3 Turbulent Diffusion Model 

Craft [8] proposed an algebraic model for the triple 
moments, which was found to improve predictions 
of separating and reattaching flows as well as some 
shear-free boundary layers. This form has been re- 
tained in the present calculations, although for the 
particular flows studied here it does not result, in 
significant improvements over a simpler gradient- 
diffusion type of model. The formulation is based 
on an algebraic simplification of the triple moment 
transport equations, which can be written as 

—of- = Pijk + Pfjk + &ji< + dm - Sijk 

where the production terms 

0i      düjpüi    _ ÖÜ7Ü7     du U[ 

dxi dxi dxi 

(14) 

(15) 

„■>      duk    dUj    dUi nR. 

are exact. 
The Millionshtchikov [18] approximation is em- 

ployed to express the fourth order moments appear- 
ing in the diffusion term d,jk in terms of second mo- 
ments: 

dijk = -a—(u,-txj UkUi+UiUk UjUi+UkUj UiUi) (17) 

and Sijk is modelled as —leviiijUk/k from a simplifi- 
cation of the form proposed by Kawamuraet al [18]. 

The pressure correlations <j>jjk are modelled as 

4>ijk = <Pijkl + <Pijk2 + tfijk 

where 

Qijki   —   -CtieuiUjUk/k 

(18) 

Öijki =   -ct2P? 

+ 4 
ijk 

dUi dUi ,dUi 
UiUjUl- h UiUkUl- 1- UkUjUl-z— 

Oik dxj J    dxi 

linh          Ä 

~dx~ jk + ~dx~ ik 

 +^~^6j,\ilü;dfd^ (19) 

represent a return to isotropy term, a mean-strain 
dependent, term, and an inhomogeneity related term 
respectively, and the coefficients are taken as 

cn = 4.2     ct2 = 0.8     c't2 = 0.2.4     ctw = 0.5 

The algebraic model for the triple moments is then 
obtained by simply neglecting the convection terms 
on the left hand side of equation (14). 
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2.4 Dissipation Rate Equation 

The dissipation rate is obtained by solving a trans- 
port equation for the "homogeneous" dissipation 
rate. i. defined as 

e = e-2u{dVk/dxj)
2 

vhich can be written as 

iPkk 

(20) 

Dt 
=      Cji- 

2k 
P (e-i)i 

c'2T-^-—i— 
+ 

dxi 

+ C£3l/UiU 

i/6ik +c£uivk- 

.k d2uk  d2uk 

di 

dxk 

e dxjdxi dxjdxi 
YE   (21) 

The c's2 term in equation (21) is included to return 
the correct near-wall behaviour of f. whilst the term 
YE is a lengthscale correction based on the proposal 
of Iacovides & Raisee [9], which can be written as 

YB = cs,jmax{F(F+l)-,0} (22) 

where 

-BsciRtexp{-B,Rt)     (23) 

/ = k3/2/s B, = 0.1069 ct = 2.55   (24) 

The term is designed to drive the lengthscale towards 
that which would be prescribed in the Wolfshtein [20] 
1-equation model. In the present calculations, its 
main effect is to reduce the predicted lengthscale 
around the stagnation point. The remaining model 
coefficients in the i equation are summarized in Ta- 
ble 3. 

2.5 Heat-Transfer Modelling 

In the outer region, away from the impingement 
plate, transport equations were solved for the scalar 
fluxes, using the model described in Craft et al [13]. 
However, this is a high-Reynolds-number model, and 
so it was interfaced to a generalized gradient diffu- 
sion hypothesis model (GGDH. Daly & Harlow [21]) 
in the near-wall region: 

mO = —ce—Uiitj- 
de 

(25) 

with coefficient eg = 0.25. The switch between mod- 
els was effected along a fixed grid line, correspond- 
ing roughly to where the turbulent Reynolds number 
was around 150. In practice, since the heat-transfer 
is dominated bv the near-wall behaviour, the above 

algebraic near-wall heat flux model was far more in- 
fluential on the results than the outer flux transport 
model. 

3 NUMERICAL DETAILS 

The calculations were performed with a suitably 
modified version of the TEAM computer code 
(Huang & Leschziner [22]). This is a finite vol- 
ume solver which employs a cartesian grid with a 
fully staggered storage arrangement for the variables, 
and obtains the solution via an iterative process, us- 
ing the SIMPLE pressure correction algorithm [23]. 
Leonard's QUICK scheme [24] is used for convection 
of mean quantities, and the PLDS scheme [23] for 
turbulence quantities. 

Figure 2 shows the computational domain 
adopted. On the entrainment and outflow bound- 
aries, the pressure was set to zero, and the velocity 
normal to the boundary was obtained from continu- 
ity. For cells where there was inflow into the domain, 
the turbulence quantities on the boundary were set 
to zero, whilst a zero gradient was applied where the 
flow was leaving the domain. 

The experiments of Cooper et al [2] and Baughn 
et al [3] employed a long length of tubing to en- 
sure that the incoming jet was fully-developed. For 
the present study a separate calculation was car- 
ried out using a version of the parabolic PASSABLE 
code (Leschziner [25]) to obtain predictions of fully- 
developed pipe flow at the required Reynolds num- 
bers. These results were then interpolated onto the 
jet inlet of the impinging jet calculation domain. 

For the case with a jet discharge height H/D = 
2, an 80 (axial) by 70 (radial) grid was employed, 
with grids cells clustered near the wall and the shear 
layer of the incoming jet. When computing the 
higher discharge height case of H/D = 6, the num- 
ber of axial nodes was increased to 100. These grid 
densities had been shown in the earlier work of [1] to 
produce grid-independent results. 

When calculating the thermal field, the incom- 
ing jet was at the ambient air temperature, and a 
constant heat flux was applied through the impinge- 
ment plate. 

4 RESULTS AND DISCUSSION 

Predicted mean velocity profiles across the wall jet 
at various radial positions are shown in Figure 3 for 
the case of a jet discharge height H/D = 2 and 
a Reynolds number of 23000. Corresponding shear 
stress and rms velocity profiles are shown in Figures 4 
and 5. As can be seen, good agreement with the ex- 
perimental data of [2] is achieved, although at larger 
radial distances the turbulence energy appears to be 

4-18 



slightly overpredicted towards the outer edge of the 
jet. Of particular note for present purposes are the 
turbulence levels along the stagnation line r/D = 0 
in Figure 5. As shown in [1], the Launder-Sharma 
k-e model, and even a widely-used stress transport 
model, overpredict the rms velocity by a factor of 3 or 
more in this region, resulting in significant overpre- 
diction of the stagnation heat transfer. The present 
model does return the correct turbulence levels in the 
stagnation region and, as can be seen in Figure 6, the 
heat-transfer predictions are thus also in good agree- 
ment with the data of [3]. At slightly larger radial 
distances of r/D « 2 the model does predict a small 
secondary peak in the Nusselt number, although not 
as large as that measured experimentally. 

Also shown in Figure 6 are predictions of the 
Nusselt number obtained without the lengthscale 
correction term YE of equation (22). As commented 
earlier, the term has a significant influence at the 
stagnation point, reducing the heat-transfer levels 
down to those found experimentally. 

At a higher Reynolds number of 70000 the mean 
and rms velocity profiles show a similar level of agree- 
ment with the data. The Nusselt number predictions 
shown in Figure 7 are also in good agreement with 
the measurements of [3], and the secondary peak at 
around r/D « 2 is better predicted in this instance. 

At large radial distances, Figures 6 and 7 show 
that both the experiments and model predictions re- 
turn a Nusselt number which scales with Re07. In 
the stagnation region, the experiments show a depen- 
dence closer to Re05, which is fairly well predicted 
by the model also. 

In the cases considered so far, with H/D = 2, 
the incomingjet does not undergo much development 
before it impinges on the heated plate. When H/D 
is increased to 6, however, there is more mixing and 
spreading of the jet before it impinges on the wall. 
Consequently, the predictions of the wall jet region 
depend not only on the accuracy of the impingement 
zone modelling, but also on the ability of the model 
to capture the initial development of the incoming 
jet. 

Figure 8 shows mean velocity profiles across the 
wall jet for H/D = 6 at a Reynolds number of 70000, 
and corresponding shear stress profiles are shown in 
Figure 9. In this case the velocity peak is slightly 
underpredicted and, although this underprediction 
decreases at larger radial distances, the jet appears 
to be spreading somewhat too rapidly. The rms ve- 
locities shown in Figure 10 indicate that there is still 
significant damping of the turbulence in the near- 
wall impingement zone. However, at larger distances 
from the wall the turbulence levels are overpredicted, 
and it is this that leads to the underprediction of the 
wall jet velocity maximum and the excessive spread- 
ing of the radial jet in its early stages. 

The   predicted   Nusselt   number   distribution 

shown in Figure 12 is in fairly good agreement with 
the data of [3], although it is slightly overpredicted at 
radial distances up to r/D ss 2. At a lower Reynolds 
number of 23000 the predicted Nusselt number lev- 
els are in slightly better overall agreement with the 
data, as shown in Figure 13. 

To shed some further light on the prediction of 
the incomingjet development, Figure 14 shows con- 
tours of the predicted turbulent kinetic energy. It 
can be seen that there is quite rapid initial mixing 
at the edge of the incomingjet, and it is this which 
leads to high turbulence levels in the jet as the im- 
pingement region is approached. Interestingly, if the 
same model is used to compute the fully-developed 
axisymmetric free jet, it returns quite good agree- 
ment with the data, very similar to that reported 
with an early high-Reynolds-number version of the 
model by [26]. Thus, it appears that it is the devel- 
opment region of the axisymmetric jet which requires 
some more attention, and which should be investi- 
gated with a view to further model refinement. 

5 CONCLUSIONS 

The low-Reynolds-number stress model tested in the 
present impinging jet applications has been found to 
lead to reasonably good agreement of both the dy- 
namic field and the heat-transfer with experimental 
measurements. In particular, the stagnation heat- 
transfer levels, which are notoriously overpredicted 
by many commonly-used models, are captured with 
a fairly good degree of accuracy. 

Overall agreement with the data is better at 
lower discharge heights, since at the higher value of 
H/D = 6 the initial jet development is not entirely 
captured by the model, resulting in rather high tur- 
bulence levels in the jet as it approaches the impinge- 
ment region. Some further modelling refinement is 
therefore suggested to improve the predictions of this 
developing jet region. 
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Nomenclat ure 

A 
aij 
D 
dij 

djjk 

*L 

stress anisotropy invariants. 
Lumley's flatness parameter. 
Reynolds stress anisotropy. 
jet diameter, 
diffusion of UiUj. 
diffusion of triple moments, 
pressure diffusion of k. 
normalized lengthscale gradient. 
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H jet discharge height. 
k turbulent kinetic energy. 
KQ initial turbulence energy. 
A'/4 lengthscale gradient. 
Nu Nusselt number. 
*ij production rate of UjUj. 
pi       pi production terms of triple moments. 
Pr molecular Prandtl number 

P fluctuating pressure. 
Re bulk Reynolds number. 

Rt turbulent Reynolds number.A-2/(^c). 
V radial' distance. 
Sij mean strain tensor. 
i lij mean vorticity tensor. 
S, Q, 5/ strain and vorticity invariants. 
S' strain rate in homogeneous expansion 
t time. 
Ui mean velocity components. 
Ui fluctuating velocity components. 
U{Uj Reynolds stresses. 
üje turbulent heat fluxes. 
X{ coordinate directions. 

YE lengthscale correction term. 

y distance from wall. 
£ dissipation rate of k. 
i "homogeneous" dissipation rate. 
£ij dissipation rate of üTSJ. 
6-j redistributive pressure-strain term. 
Oijk pressure-correlation terms in triple 

moment equations. 
0 mean temperature. 

P fluid density. 
V kinematic viscosity. 
no- pressure correlations in UiUj 

equations. 
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where Dij = —(viUkdl'k/dxj + UjUkdUk/dxi) and 

ci = 3.1/*/Äf.4§-5    c\ = 1.1    fnt = min((Ät/160)a, 1)    f'A = A05fRt + .4(1 - fRt) 

((A/14)1'2        A < 0.05 
IA = \ A/Q.l1!' 0.05 < A < 0.7 

U1/2 A > 0.7 
c2 = min(0.55(l - exp(-A1*Rt/100)), 3.2.4/(1 + 5)) 

c'2 = min(0.6, .4) + 3.5(5 - fi)/(3 + 5 + fi) - 25/ 
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a.ij = üiüj/k - 2lzSij    Ä2 = aijciij    A3 = aijdjkCLki    ,4=1- 9/8(.42 - .43) 

Table 1: Model forms for 0^-j and d>"j2. 
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+ ^7 [UkU'i^^r^ - 3/2üiU*7777 - 3/2U^7^7^j 

with coefficients 

/B,1 = 0.9 + 0.5j41/2 + 1.6//if        /u2 = 0.1 + 0.8-42/^    fw3 = 2.5A°*    fwl = 0.22    fi = 2.bfA 

f'Rt = min(l,max(0,1 - (Rt - 55)/20))    /& = min(l,max(0,1 - (Ä, - 50)/200)) 

Table 2: Model forms for 4>W and ©$\ 

Csl C£2 cU Cr3 C£/ c£ ^2rf 

1.0 1.92 1.0 0.5 0.5 0.18 min(j42,0.4) l + 0.7AA%f 

Table 3: Coefficients employed in the i equation 
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Figure 1: Development of (a) stress anisotropy and (b) turbulent kinetic energy in a homogeneous expansion 
at different strain rates, dlh/dx-y = -2dUi/dx2 = -2dU3/dx3 = -2/V3S'. 
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Figure 3: Mean velocity profiles in the radial wall jet 
for H/D = 2,Re = 23000. 

Figure 4: Shear stress profiles in the radial wall jet 
for H/D = 2, Re = 23000. 
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Figure 5: Rms velocity profiles in the radial wall jet for H/D = 2, Re = 23000. v' is normal to the wall, u' in 
the streamwise direction. 

4-23 



0.00' 

Nu/Re^/Pr0- Re = 23000 

1 2 3 4   r/D 5 

Figure 6: Nusselt.number distribution for the case 
H/D = 2, Re = 23000. Solid line: present model, 
broken line: without YE term. 
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Figure 7:  Nusselt number distribution for the case 
H/D = 2,Re = 70000. 

Figure 8: Mean velocity profiles in the radial wall jet 
for H/D =6,Re = 70000. 
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Figure 9: Shear stress profiles in the radial wall jet 
for H/D = 6,Re = 70000. 
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Figure 10: Rms velocity profiles in the radial wall jet for H/D = 2, Tie = 23000. v' is normal to the wall, v! in 
the streamwise direction. 
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Figure 11: Nusselt.number distribution for the case 
H/D = &,Re = 70000. 
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Figure 12: Nusselt number distribution for the case 
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Figure 13: Turbulent kinetic energy contours for the case H/D = 6, Re = 70000. 
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ABSTRACT 
Radial jet reattachment results in a region of flow on the surface to which a radial jet positioned near it attaches, where 
higher heat transfer rates are obtained than with in-line jets impinging normal to the surface. Flow pulsing was used in 
an attempt to increase heat transfer. Measurements showed no improvement over the steady case. Velocity 
measurements near the surface show that pulsing reduces the wall velocity gradient. Reynolds shear stresses relative to 
the exit jet momentum were also found to be lower than for the steady case. Computations with the basic k-e model 
failed to predict a secondary flow region and gave only limited success in the prediction of pressure coefficients and 
Nusselt numbers. 

1 INTRODUCTION 

Many drying processes use jet impingement for 
transport of heat and mass in order to speed the 
process. Examples can be found in the paper industry 
where the wet sheet is dried as it passes between rollers 
of the production process. One method is to use in-line 
jets which direct a jet of hot air normal to the paper. A 
more recent innovation which has already found 
industry acceptance uses radial jet reattachment flow in 
order to increase transfer rates (1). While surface heat 
transfer characteristics are well documented (1) and 
(2), the flow processes are not well understood and no 
satisfactory modelling of such flows has been 
published. 

Radial jet reattachment (RJR) flow is obtained when 
a radial jet operates sufficiently near a surface so that 
the entrainment by the jet causes it to deflect and attach 
to the surface. This results in a flow similar to that of a 
backward facing step except that the equivalent of a 
backward facing wall does not exist and more 
importantly perhaps, the flow is axisymmetric and 
diverging between the nozzle and the surface. The 
resultant jet leads to a reattachment circle where the 
stagnation streamline meets the surface. A cross- 
section of such a flow with the coordinate system to be 
used, is shown in Fig. 1. 

Further improvements in heat transfer are being 
sought. Pepper, (3), adapted the whistler nozzle (4) to 
the in-line jet in order to obtain unsteady flow as it is 
known from the earlier work (5) that introduction of 
flow unsteadiness, leads to an increase in entrainment. 
Fully pulsed jet flow (6) is also known to give 
significant increases in entrainment, although 
consistent with Taylor's entrainment hypothesis, it is 

found that the increase in entrainment is directly 
proportional to the jet's momentum (6). 

Flow visualization of the steady RJR nozzle flow 
(7) showed that the reattachment circle is not steady or 
closed at all times. Instead, it consists of periodic 
blowouts at random locations around the reattachment 
zone. This is distinctly different from the stagnation 
point of an in-line jet and was thought to be a 
contributing feature of the higher surface heat transfer 
experienced with RJR flow. Due to the trapped fluid 
within the reattachment curtain, a small area under the 
nozzle has low heat transfer rates. If fluid in that area 
can be removed periodically, a further increase in heat 
transfer was thought to be possible. 

It was postulated that by use of a fully pulsed RJR 
flow which leads to periodic destruction of the 
reattachment curtain and its renewal, it should be 
possible to obtain considerable gains due to the 
increased temperature gradients at the wall with every 
cycle of fluid renewal. 

The purpose of this paper is to report experimental 
results of investigations into steady and folly pulsed 
RJR flow produced by pulsing the mass flow to the 
radial jet nozzle in order to yield a periodically 
reattaching flow. Results of simple modelling are also 
presented together with an examination of the velocity 
field. 

2 EXPERIMENTAL EQUIPMENT 

A crucial aspect of any jet flow studies is the initial 
condition of the jet as determined by the nozzle details. 
For the results reported here, a nozzle with an 
internally shaped flow path as shown in Fig. 1 was 
used (9). Hot-wire anemometer measurements at the 
exit of the nozzle verified that a near ideal top hat 
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profile existed. The exit root mean square turbulence 
level was less than 7% of the mean exit velocity even 
for the largest exit gap. 

Air was supplied to a plenum chamber through 
filters from a compressed air source. At the outlet of 
the plenum chamber, a rotating valve consisting of two 
geared counter-rotating rollers allowed full pulsing of 
the flow. A variable speed motor connected to the 
rollers was used to control the frequency of pulsation. 
Different sets of rollers gave different on:off ratios. A 
timing signal was generated by use of a fixed light 
beam and slotted disc attached to the roller When the 
rollers were fully open and not rotating, a smooth flow 
passage existed resulting in the steady RJR flow. The 
exit velocity time history for pulsed operation 
approximated a half sinusoid squared. 

Flow rate was measured with a sonic nozzle thus 
preventing pressure fluctuations from the pulsing valve 
propagating upstream and affecting flow rate readings 
(9). In the case of laser Doppler anemometer 
measurements, a venturi injector nozzle introduced 
seed particles into the air supply just upstream of the 
plenum chamber. The latter was sized to maintain 
pressure fluctuations during a pulsing cycle at or below 
3% of the mean pressure. 

Surface heat transfer measurements were performed 
on a heated INCONEL 600 sheet of 0.0254 mm 
thickness held on to a perspex table by a vacuum. This 
construction minimized heat losses. The foil was 
heated with a 50 amp 5 volt dc power supply. 

Local heat transfer coefficients were obtained from 

(«Igen-Qrad-Icon) 
ni,v- =  Moc (Th-Tad) 

where Th is the surface temperature when the foil is 
heated and T,,, is the adiabatic surface temperature. 
The foil surface was painted matte black to ensure 
ideal black body radiation. Both temperatures were 
measured with a MIKRON 6T62 infrared 
thermographic system with a maximum temperature 
resolution of 0.025 °C giving an accuracy of better than 
±0.5% over its operating range. The heat fluxes, q", 
represent generation of heat within the foil, radiant loss 
of heat from the surface of the foil and heat loss from 
the foil by conduction to its support base respectively. 
From the local heat transfer coefficient values, area 
averages could be obtained to any radius. 

Velocity field measurements were conducted with a 
TSI 3-beam argon-ion laser Doppler anemometer 
system with polarisation to achieve separation of 
channels. A 40 MHz Bragg cell was used for 
frequency shifting to maintain an adequate number of 
fringe crossings to avoid fringe bias during the high 
velocity section of the pulse. 

Signal processing was by means of two TSI 1990A 
counter type  processors  interfaced  with  an  IBM 

compatible PC. Sample-hold processing was 
employed to remove velocity bias while Doppler burst 
validation was performed with a 1% accuracy for 1:2 
time comparisons. Sample rates to ensure minimal 
velocity bias were selected according to the following 
criterion (10). 

NT„>5 

where N is the data rate and Tu is the integral time 
scale of the flow. 

3 SURFACE HEAT TRANSFER 

Local Nusselt numbers (11) for the RJR case can be 
integrated to yield the area averaged Nusselt numbers 
shown in Figs. 2(a)-(c). The smaller on:off ratio is 
seen to give the least favorable result irrespective of 
the size of surface over which the averages are formed. 
Some degree of pulsing frequency dependency is 
evidenced in all cases. 

From the two results at N=2/3, it is seen that the 
steady jet result was approached for the closer spacing 
between nozzle and surface. None of the three cases 
led to average Nusselt numbers higher than the steady 
case although, for the case of Fig. 2(b), indications are 
that if lower frequencies of pulsation had been 
possible, the steady case may be exceeded. Due to the 
low thermal inertia of the thin heating foil, lower 
frequencies could not be tested as the surface 
temperature fluctuates with the pulsations. The larger 
frequency dependency for this case is probably due to 
the time taken to establish a reattachment curtain and 
the vortex flows within it. The increase in Nusselt 
number with decreasing distance between nozzle and 
surface suggests that further increases may be possible 
by bringing the nozzle still closer to the surface. 

The effect of a one pixel shift of surface 
temperature readings with the imaging equipment is 
shown in Fig. 2(a) at the lowest frequency where some 
fluctuation of surface temperature was already evident. 
Repeatability of readings is demonstrated by the repeat 
result for 45 Hz in Fig. 2(c). Neither effect is seen to 
be significant in the final result. 

Measurements were also taken with an in-line 
nozzle without the radially reattaching feature, 
Fig.2(d). Pulsing is seen to make little difference to the 
average Nusselt number relative to the steady case but 
levels are well below those of the RJR flow. 

Although only low subsonic flow existed, measured 
adiabatic surface temperatures varied across the surface 
for any given jet setting. This demonstrates the 
sensitivity of the thermal imaging equipment as well as 
the lack of radial conduction in the thin foil. 
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4 SIMULATION OF STEADY RJR FLOW 

Notwithstanding the well documented shortcomings of 
the simple k-e model for separated and impinging 
flows, an attempt was made to model one of the above 
RJR flows. The relevant equations are shown in 
Appendix A where CM=0.09, C|E=1.44, 0^=1.92, 
ak=1.0 and crc=1.3. A turbulent Prandtl number, CTT, of 
0.86 was used to relate the eddy viscosity, v,, and eddy 
diffusivity. 

In order to obtain a «attachment zone which is 
independent of the size of the computational domain, 
the flow field was solved to r/ro=10 in the radial 
direction and to x/r0=7 in the axial direction. Zero 
gradient boundary conditions were used along the open 
boundaries together with the no-slip condition at the 
wall. A wall function was included at the surface in 
order to speed up calculations using PHOENICS Ver. 
2.0. 

The predicted heat transfer result is shown in Fig. 3 
and is compared with experimental data. Remarkably 
good agreement is noted for the location of the peak 
which corresponds to the reattachment line. For part of 
the region underneath the nozzle and the recirculation 
zone, predictions match measurements quite well but 
the region further downstream in the wall jet region as 
well as the level of the peak show significant 
disagreement between experiment and prediction. 

Rather than extend computations to the pulsed case 
with the same model, a more detailed investigation of 
the flow field is presented to discover where 
shortcomings of the modelled results may exist for the 
steady case and to also obtain a better understanding of 
the velocity field for pulsed flow prior to further 
modelling. 

does not yield the full recovery of pressure observed 
by measurement. The model is also unable to 
reproduce the low pressure peak within the stagnation 
region. 

Comparing the radial and axial velocity fields for 
N=l/3 and 2/3, shows little variation from the steady 
case (11). In all cases, reattachment occurs near 
r/r0=3.1 and a surface vortex is found together with a 
secondary recirculation region in the space between the 
nozzle and the surface. Only small variations with 
pulsing frequency were observed. The above results 
indicate little difference between the steady and pulsed 
RJR flows. 

Extension of mean radial velocity measurements to 
the near wall region where the flow is essentially 
parallel to the wall, highlights a significant difference 
between the two types of flows, Figs. 7(a-c). The data 
were obtained in single channel mode in order to allow 
the measuring volume of the LDA to be brought almost 
to the solid surface. The radial measurement planes are 
located within the recirculation zone, near the 
stagnation or reattachment region and well outside of 
the recirculation region. 

The limited data show a clear frequency 
dependency but more importantly, show that relative to 
the steady jet, wall damping of pulsations leads to a 
significant reduction in mean velocity parallel to the 
wall. A consequence of this is a reduction of mean 
velocity gradient at the wall which in turn will affect 
heat and mass transfer. This feature is a key indicator 
of why pulsed surface heat transfer Nusselt numbers 
for the range of pulsations studied, are not above those 
for the steady case. 

5.2 Fluctuating velocity field - time means 

5 VELOCITY FIELD INVESTIGATION 

5.1 Mean velocity field 

The predicted velocity field is summarized in the 
vector plot of Fig. 4. The reattachment region is seen 
clearly. Use of measured mean axial and mean radial 
velocities (11) leads to the qualitative flow 
representation of Fig. 5 which holds for both the steady 
and pulsed RJR flows, although for the latter it applies 
only in the later part of the cycle once the attached 
flow has been reestablished. From Fig. 5 it is seen that 
a secondary vortex exists which is absent in the 
predicted results of Fig. 4. 

Corresponding pressure coefficients are given in 
Fig. 6 where a small radial shift between measured and 
predicted results is noted as well as a difference in the 
peak values. The predicted values in the centre region 
beneath the nozzle (r/r0<l) are below the measured 
values thus indicating stronger suction than actually 
exists. This and the lower peak value at the 
reattachment point (r/r0«3.1) indicate that the model 

Averaging over many pulses at a given point in the 
pulse, permits phase averaged means and phase 
averaged root mean squares of velocity fluctuations to 
be obtained. The latter can then be averaged over a 
cycle to give the average root mean square turbulence 
level at any point. This is the shear generated or 
intrinsic turbulence which is comparable to that of a 
steady flow. Figs. 8(a)-(c) illustrate the case of steady 
and pulsed jet intrinsic turbulence levels. Considerable 
similarity is noted between the two cases both in 
distribution and in level. The similarity also applies to 
the radial component, (9). 

Transport by turbulence is through the Reynolds 
shear stresses. Figs. 9(a)-(c) show that unlike the 
normal stresses, these are different for steady and 
pulsed flow with the pulsed cases being significantly 
lower than for the steady one. Normalisation on jet 
exit momentum is used on the basis that jet momentum 
determines turbulent shear stresses as already found to 
be the case for pulsed free jets (6). The reduced level 
of the shear stresses for the pulsed cases is further 
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evidence of a reduction of transport by the small scale 
motions. 

5.3 Fluctuating velocity field - phase averaged 

From a modelling perspective, it is expected that quasi- 
steady state behavior results if the time scale of 
pulsation is large relative to the time scales of the 
turbulence. The flow behavior is then expected to be 
like a steady flow but with varying mass flow rate. On 
that basis, it is useful to consider flow variables as a 
function through the pulse, that is, phase averages. (9) 
gives a comprehensive set of phase averaged 
turbulence quantities of which the most instructive are 
reproduced in Figs. 10-12. In order to facilitate 
comparison of measured turbulence levels with those 
of steady, free jets, components of root mean square 
intrinsic turbulence are normalized on the mean 
velocity magnitude, VMAGT, given by 

VMAGT=-y/(U? + VT
2). 

In order to keep data files of LDA signals within 
reasonable bounds, some scatter of phase averages has 
to be accepted. In spite of this, trends of the data are 
readily visible. Under the nozzle, the mean velocity at 
any instant through the pulse is very small, hence 
turbulence intensities are high. Prior to «attachment, a 
finite mean velocity exists during the "on" part of the 
cycle thus giving somewhat reduced turbulence 
intensity. A further reduction in mean velocity exists 
at the reattachment radius but near the wall at 
x/Xp=0.33. This is near the stagnation point where a 
high turbulence level is observed. Much higher 
turbulence intensities exist during the deceleration and 
"off' part of the cycle when the periodic velocity is 
very small. 

From Figs. 10 and 11 it is seen that for the "on" part 
of the cycle where turbulence intensities similar to 
those of free jets or in boundary layers can be expected 
if the flow is quasi-steady, the turbulence intensities 
and hence k, are much higher than for corresponding 
steady flows. This is consistent with findings in fully 
pulsed jets (6, 12) for which the intrinsic turbulence 
intensity is higher than that found in steady jets. The 
intrinsic covariances of Fig. 12 are particularly 
uncertain but the same trends seen above are still 
visible. 

For each section of flow, turbulence intensities are 
higher than those found in similar steady flows. While 
qualitatively, the present flow would be expected to act 
like a quasi-steady one due to the very low Strouhal 
numbers (<0.005 based on exit slot width and exit 
velocity), the higher intrinsic turbulence level leads to 
modelling difficulties (13) which still remain to be 
resolved. 

6 CONCLUSIONS 

Radial jet reattachment flow has associated with it a 
significantly higher surface heat transfer than in-line 
jets impinging normally to a surface. This has found 
use in the paper drying industry where even higher 
heat transfer rates are desired. Attempts to improve the 
surface heat transfer even further by periodic renewal 
of the trapped fluid in the recirculation zone under the 
nozzle, did not yield further improvements above those 
of the steady RJR flow although the heat transfer rates 
were a strong function of the length of the "on" period 
for the pulsed flow with a longer on period giving 
better heat transfer results. 

Simple k-e modelling of the flow with a turbulent 
Prandtl number to give surface heat transfer, led to 
reasonable predictions of surface heat transfer but 
results indicated that improvements in modelling are 
required. 

Detailed velocity field measurements for the steady 
and fully pulsed RJR flow led to the realization that the 
pulsing effect does not penetrate the wall region fully 
thus leading to a reduced velocity gradient in the wall 
region and hence leading to a reduced temperature 
gradient. 

Turbulence measurements indicated a lower relative 
turbulent shear stress which is consistent with the 
reduced heat transfer. Normal intrinsic turbulent 
stresses, even in regions where the flow more closely 
resembles free jet flow, were found to be higher for the 
pulsed jet than for the steady jet. This aspect was 
previously found to lead to significant flow modelling 
difficulties (13). 
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8 NOMENCLATURE 

b - nozzle slot width 
D - in-line jet exit diameter 
f - frequency of pulsation 
H - distance of in-line jet from surface 

k - turbulent kinetic energy = y UJUJ 

Ms, Mp - steady jet momentum, pulsed jet momentum 
N - on:off ratio for pulsed flow 
Nu - Nusselt number 
P - static pressure 
Pr - Prandtl number 
r - radial direction 
r0 - radial distance to nozzle exit plane 
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T - fluid temperature 
U - mean axial velocity (positive direction is from 

nozzle to surface) 
UT - phase averaged mean axial velocity 
u - velocity fluctuation 
u, - axial intrinsic velocity fluctuation 
u,' - root mean square intrinsic velocity, phase or pulse 

averaged 

uvj - intrinsic covariance, phase or pulse averaged 
V, VT, v,'- as for U, Ut and u,' but in radial direction 
V0 - nozzle exit velocity 
x - axial coordinate - 
Xp - distance between nozzle and surface 
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APPENDIX A - EQUATIONS 

For incompressible flow, invoking the Boussinesq 
relationship and the eddy viscosity relationship of 
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Fig. 2(b) - Average Nusselt number with RJR (b=2.5 
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Fig. 4 - Predicted velocity field of steady RJR flow 
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Fig. 10 - Ensemble averaged axial intrinsic turbulence 
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ABSTRACT 

This study performs numerical computations on the heat transfer and fluid flow behavior in a rectangular channel flow 
with streamwise-periodic ribs mounted on one of the principal wall. Several different low Reynolds number models 
are employed in the numerical predictions, which are k - s models of Launder & Sharma (LS), Chien (CH), Lin, 
k - CO model and Durbin's k-s-v2 model. The numerical results shows that all these models can predict the 
flowfield reasonable well, and the inclusion of Yap term in the s - equation can further improve the prediction in all 
k-s models, and k-s-v model. However, these models behave differently in heat transfer computations. 
k - CO model leads to too low level of heat transfer and turbulence. Lin's model with Yap term predicts the heat 
transfer level best among all k-s models. Durbin's model with extra ^, f equations and Yap term has the best 
performance. 

1. INTRODUCTION 

Repeated rib-turbulators created in flow passage at 
periodic intervals can enhance the removal of heat 
transfer. The flow separation zones ahead and after the 
ribs increase the turbulence and heat transfer levels 
significantly. It is of practical importance and 
employed in blade and other cooling applications. 
Computations of flow and heat transfer through ribbed 
passage need appropriate turbulence models and most of 
the computations employed high-Re models of 
turbulence with the wall function approach. The 
exceptions were the works of Taylor et al [1], and 
Iacovides et al [2]. Iacovides et al's work suggested the 
necessity of the use of low-Re models of near-wall 
turbulence. He tested both the effective viscosity 
models and second moment closure models and indicated 
the needs of tests of more refined low-Re models. 
Present work compare the predictions by different low- 
Re turbulence models in wider range : k-s models of 
Launder and Sharma (LS) [3],Chien (CH) [4], Lin [5], 
Durbin's k-s-v2 model [6], and k-CO model [7]. 
Besides, for separated flow, the excessively high levels 
of near wall turbulence in most turbulence model must 
be taken care, so that the effect of the addition of a 
correction term to the s - equation [8] is studied also. 

In this paper, numerical computations on the heat 
transfer and fluid flow behavior in a rectangular channel 

with streamwise-periodic ribs mounted on one of the 
principal walls are performed based on the flow 
measurements by Drain & Martin [9] and heat transfer 
measurements by Liou et al [10]. The calculations will 
demonstrate the performance of these models by 
comparing the measurements and numerical predictions. 

2. GOVERNING EQUATIONS 

In this study, the time-dependent, Reynolds-averaged, 
incompressible Navier-Stokes equations are employed. 
The equations can be written in cartesian tensor notation 
as follows: 

Continuity equation : 

dU, 

dx, 
= 0 

Momentum equations: 

djpu,)  dpu,Uj BP    a     m   au,     — 
+ = p5ii      +    [M(^+^.)_pUiUj] 

dt dx, dx,    dx,      dx,     dx. 

The Reynolds stress can be approximated by adopting 
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Boissineq approximation within the framework of eddy 
viscosity: 

 tdU,    dU      2 
-PuiuJ=v,{1rr+^r-)--8ljk 

dXj     dx, 

where   ß   is the molecular viscosity and  ju,   is the 
turbulent viscosity. 

In the fully developed region, the pressure drop per 
pitch is a constant, i.e. P(x + Pi, y) = P(x, y)~ ß ■ Pi , 
where  Pi is the pitch length.   If we define 

transport equation and an elliptic relaxation equations for 
f. Good agreement between experiment and 
predictions are obtained for turbulent separated flows 
over a backstep, in a plane diffuser, and around a 
triangular cylinder [6], and jet impinging onto a pedestal 
using a revised model [14]. Brief descriptions of the 
transport equations of turbulent properties for various 
models are given as follows : 

•   k-s model 

P(r,y) = ßx + P(x,y) 

then we have the following relations : 

P(x + n-Pi,y) = P(x + (n-l)-Pi,y) = ■■■ = P(x,y)   , 

where n is an integer and P repeats itself from pitch to 
pitch. 

Energy equation : 

8(pT)      djpUjT) 

dt      ~*~       ÖX: 

where Pr is the Prandtl number, pr, is the turbulent 
Prandtl number and 7 is the temperature gradient 
which is defined as 

_ T(x+Pi,y)-T(x,y) 
I   ~ Pi 

Turbulence properties 

There are numerous versions of k — £ turbulent 
models in the low Reynolds number form. According 
to the evaluations of two-equation turbulence for near 
wall and low Reynolds number form by Patel, Rodi, 
Scheuerer [11] for tests with a variety of boundary layer 
flows, the k — £ models of Launder-Sharma, Chien, 
Lam and Bremhorst [12], and the k — CO model of 
Wilcox and Rubesin [13] were found considerably better 
than the other 4 models. Therefore, these models are 
selected for the present study. Besides, Lin [5] proposed 
an improved model based on direct numerical simulation 
data and he claimed that the model not only conform 
with the near wall characteristics but also posses the 
correct asymptotic behavior in the vicinity of the wall. 
The application of Lin's model produces correctly the 
skin friction and near wall heat transfer coefficient for a 
two-dimensional backward-facing step. In addition to 
these models, Durbin [6] proposed a k — £ — v model 
for computing non-equilibrium, or complex, turbulent 
flows. In his model, the velocity scale for turbulent 
transport toward the wall is v2, not k. Extra two 
parameters  v2   and  /, need to be solved via  v 2 

a(pt)+3(£^)a_L[0l+ü.)ü1+n4 
dt dxj dXj (jk   8xj 

 8Ui        -    .. 
- PU,U,  P(S + £) 

' dx, 

5(psl + ^lIl = ±[(M + IL)3l] 
dt dx. dx: a,,  dx, 

+ YV-pChf^uluj^--pC-J1^ + E 

= £M + &B-pUirSil where 

M, = pCJ, 
k1 

The constants and damping functions for the models 
of Launder-Sharma (LS) [3], Chien (CH) [4], and Lin [5] 
in the above equations are listed in table 1. The 
dissipation rate of turbulent energy £ , can be 
decomposed into two part, i.e. £ = £+£, and £ is 
the dependent variable of the transport equation. The 
extra term, denoted by E, can better represent the near 
wall behavior. 

• k-CO model 

d(pk)   d{pU,k)     d ,     dk.     rD    n. 
-^r+   a     =—[{ß+<Tß,)—]+p(pk+Dk) 

dt dx. dx, dx, 

at axj axj dx. 

where 

M, = pa T0 

Pk=a ifi% Dk =-B cok, Pl0 =aa Q\ 

C„ =max{0,^(§£ + äf)}, z>„ =-Ba>> 

a =\,a = Q.6,Rk =6,Rß =S,Rm =2.2, 

aa= 0.025, Re,=^,   a*=^?, 

a = i^5Sr«    «o=0.1.    5 = 0.075, 
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5'=0.09 + - 

^2=(f + f)2+2[(f)2+(f)2]. 

Durbin 's mode 

at dXj        oXj crk  dXj 

ai dxj dXj cr,   dXj k 

8t dx,       Bx        o-, ax, r 

T k 

M.^pC^T. 

where 

ak =1.0,0-  =1.3, C„ =1.3 + 0.25 

[1+(£ff ' 

0^=1.9,^=0.19,^=0.3,^=70, 

* = £,    C, =1.4,    C2=0.3, 
d: distance to the closest boundary, 

Z = Qmax(^,C;7(4)"), 

r = max(f,6(^). 

• Boundary conditions: 

In the inlet and outlet of the calculated flow domain, 
the periodic behavior leads to the periodic boundary 
conditions, i.e. 

U,(0,y) = U,(Pi,y),    k(0,y) = k(Pi,y), 

P(0,y) = P(Pi,y),   f(0,y) = f(Pi,y) 

these conditions are valid for all the turbulent models 
used. 

The no-slip boundary condition is applied at the 
surfaces of the rib and the walls of the channel for all the 
models . The turbulent kinetic energy k is equal to 
zero at all these solid walls for all models. For the 
models of Launder-Sharma, Chien, and Lin, £ is set to 

zero at wall boundaries. As for Durbin's model, 
periodic boundary conditions are applied on variables of 
S, v2 and /, zero is assigned for v2, /, k at solid 
walls, and the equation as 

e(y) = 2vA asj-»0 • 

is used for £ near the wall. For k — CO model, 
periodic boundary condition is applied on CO, and the 
following asymptotic equation, i.e. 

Is applied near the solid wall. 

• Yap term : 

It is well known that the energy dissipation equation of 
turbulence model, in particular the low Reynolds number 
k — s model, produce too large turbulence length scale 
for separated flows. Therefore excessively high levels 
of near-wall turbulence and heat transfer are obtained. 
Yap [8] introduced a term into the e - equation to reduce 
the departure from the local-equilibrium length scale in 
wall turbulence. The correction term is expressed as 

rC = max{0.834(^^F-lX^^F)2,0} 
This Yap Term is added to the s — equation for the 
above turbulence models so that better predictions on 
flow and heat transfer characteristics can be expected. 

3. NUMERICAL METHODS 

The governing equations are discretized in finite 
volume approach with staggered grid arrangement. 
Hybrid scheme is employed for convective terms and 
central difference method for diffusion terms. PISO 
algorithm [15] is employed to couple the velocity and 
pressure, where the pressure correction equation is 
derived from the continuity equation and momentum 
equations. The difference equations can be expressed 
as 

AAl> = AE<t>E + Aw<t>w + AN$N + As$s + b 

where the subscript P indicate the P-th control volume, E 
represent the node located at the east of the P-th node, 
and W, N, S located at the west, north, and south 
respectively. Then the above equations can be 
combined together into a linear system, named A<p~b, 
where A is a sparse and penta-diagonal matrix. The Bi- 
CGSTAB method [16] with the ILU or MILU 
preconditioners are applied to solve the matrix system. 
This numerical method had been demonstrated fast and 
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stable   convergence   in   computations   for   turbulent 
separation flows [17]. 

4. RESULTS AND DISSCUSSION 

The computed fluid mean flow profiles are compared 
with the measurement of Drain & Martin [9] who 
performed Laser-Doppler velocimetry (LDV) 
measurements of fully developed water flow in a 
rectangular duct with one surface roughened by. a 
periodic rib structure. The Reynolds number based on 
the channel height is 3.72 xlO4, the ratio of rib and 
channel height is 0.2 (h/H=0.2), and the rib pitch-to-pitch 
height ratio (PR = Pi/h) is 7.2. Figure 1 plots the 
ribbed channel geometry and the calculation domain. 
Since the passage is long enough for repeating flow 
conditions to prevail over each rib interval, the numerical 
flow domain cover only one rib interval and periodic 
flow boundary conditions are applied. The result 
predicted here are obtained using 107 x 126 grid system, 
in which the first grid nodes next to the wall was placed 
at j/+<0.3- 

Computation Domain 

_EIOH4.    Met -r fTKitlet 
*— Pi —* 

_□ izL 
Figure 1 : Sketch of Computation Domain 

(w=fa, H/h=5, PR=Pi/h=7.2 ) 

w 
hEI_ ->x 

s/h=7.2   s/h=8.2 
.   i—*^—i 

_.. t  i 
s/h=0 s/h=6.2   s/h=9.2 
Figure 2 : Coordinate System Along the Principal Wall 

For this problem, the separation bubble downstream of 
the rib extends over almost half the rib interval and a 
smaller bubble exists ahead of the rib. Figure 2 illustrates 
the physical coordinate system along the ribbed wall for 
the following figures. Figure 3(a) compares the 
measured mean velocity profiles with the computed 
profiles by Launder and Sharma's model. The 
computations compute the main feature of the flow field 
with somewhat different sizes of separation bubble ahead 
of the rib (s>0) and thicker boundary layer on the top 
surface of the rib (s/h>7.2). In this figure, there are four 
profiles of streamwise velocity distribution are shown, 
namely, s/h=3.18, s/h=4.32, s/h=7.3, and s/h=7.7 
respectively, where the positions at s/h=7.3 and s/h=7.7 
are located above the rib. This figure shows that the 
mean velocity profiles fit the experimental data well at 

most of the height levels, y/H, except at the surface wall. 
For  this   case,   the   reattachment  point   is   occurred 
approximately at s/h = 4.32, and computed separation 
bubble is larger than the measured one.    Moreover, at 
s/h=7.3, the computed boundary layer is thicker than the 
measured   layer.     Figure  3(a)  also  shows  that  the 
addition of the Yap term in the £ — equation improves 
the prediction of the reversed flow field using Launder- 
Sharma's  model.     Figure  3(b) plots the flow  field 
obtained by Chien's model.    Differing from the previous 
model, a smaller separation bubble is obtained in this 
model.     Similar to  the  model   of Launder-Sharma, 
computed boundary layer on the top of the rib is thicker 
than the measured value.    Again, the addition of the Yap 
term in the £ — equation improves the prediction of the 
velocity profile at all four stations.    Similar to Chien's 
model, smaller separation bubble is observed as the 
velocity profile at s/h=3.18, s/h=4.32 indicates (Figure 
3(c)) and slower developments of the velocity profiles 
are shown at s/h=7.3, s/h=7.7 if Lin's model is applied. 
The addition of Yap term only slightly change the 
numerical results, because Lin's model posses the correct 
turbulence properties already in the vicinity of the wall. 
Durbin's model predicts the velocity profiles as good as 
the Chien's and Lin's models, although extra terms of 
v2 and   f are calculated to evaluate the time averaged 
properties (Figure 3(d)). Besides, Yap term is also in 
need to achieve better prediction as k-s-v1 model is 
used.     Wilcox   [18,19,20,21]  performed  a  series  of 
computations and demonstrated that the k — CO model 
was accurate for boundary layers with adverse pressure 
gradient and suggested that the use of k — CO model for 
studying transition and surface roughness effect.   In this 
case, it is found that the predicted profiles at various 
locations fit the measured profiles well, and slightly 
improvement is observed as compared to those predicted 
profiles in the above four k — £  models without the 
Yap term.     Since Yap term is an addition term of 
£ - equation, the addition of Yap term in k — CO model 
is not applied.    In conclusion, the addition of Yap term 
in the models of Launder-Sharma, Chien, Lin, and 
Durbin improves the velocity computation by enlarging 
the  separation  bubble after the rib,  and reduce the 
boundary layer thickness at the top surface of the rib.    It 
implies that the action of adding Yap term corrects the 
turbulence length scale near the wall and takes care the 
non-local-equilibrium of the flow. 

The computed local Nusselt number is compared with 
the experiment of Liou et al [10]. The real time 
holographic interferometry technique was employed to 
measured the time-dependent temperature field in the 
ribbed duct. The flowfield with Reynolds number of 
1.26 x 104 was reported.    The computation domain 
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Launder-Sharma's Model(LS) 
Re=37200 •        Experiment p] 

  Without Yap Term 
   WrthYapTeim 

s/h=3.18   s/h=4.32   s/h=7.3    s/h=7.7 

Durbin's Model 
Re=37200 Experiment p] 

Without Yap Term 
With Yap Term 

s/h=3.18   s/h=4.32   s/h=7.3    s/h=7.7 

Chien's Model(CH) 
Re=37200 Experiment p] 

Without Yap Term 
With Yap Term 

s/h=3.18   s/h=4.32   s/h=7.3    s/h=7.7 

KCO Model 
Re=37200 Experiment P] 

Computed 

s/h=3.18   s/h=4.32   s/h=7.3    s/h=7.7 

Lin's Model 
Re=37200 Experiment p] 

Without Yap Temi 
With Yap Term 

s/h=3.18   s/h=4.32   s/h=7.3    s/h=7.7 

Figure 3: Streamwise Velocity Profiles Using 
(a): Launder-Sharma's model 
(b): Chien's model 
(c): Lin's model; 
(d) : Durbin's model 
(e):  k — CO model 

and grid system are the same as the previous work. 
The first grid point next to the wall is located at 
y+ <0.1 at this Reynolds number. Figures 4(a) to 4(e) 
present the measured and computed Nusselt number 
distribution (where NUS =0.023Re08 Pr04) by various 
turbulence models. Figure 4(a) shows that the model of 
Launder-Sharma greatly over-predicts the Nusselt 
number level if the Yap term is not included, and the 
level of Nusselt number distribution is lowered down to 
the level of measurement in most part of the axial 
locations if the Yap term is included.    Even with the 
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Launder-Sharma's Model (LS),Re=12600 

Experiment 
Without Yap Term 
With Yap Terni 

Durbin's Model,Re=12600 

Experiment 
- Without Yap Term 
■  With Yap Term 

^   4 
3 

Chien's Model (CH),Re=12600 

Experiment 
Without Yap Term 
With Yap Term 

-i—i—I i ; i i_L 

s/h 
(b) 

KCö Model,Re=12600 

Experiment 
Computed 

Lin's Model,Re=12600 
Figure 4 : Local Nusselt number Distribution using 

(a): Launder-Sharma's model 
(b): Chien's model 
(c): Lin's model 
(d): Durbin's model 
(e):  k - CO model 

Yap term, serious discrepancy between the measurement 
and computation is observed near the upstream corner 
(s I h = 0.), where heat transfer level is seriously 
under-estimated. The same discrepancy occurs at the 
corner before the rib (s/ A = 6.2). However, it is 
interested to note that, the computed heat transfer 
coefficient fits well with measured distribution on all 
surfaces of the rib if LS model with Yap term is 
employed. Figure 4 (b) indicates that the Nusselt 
number level predicted by Chien's model is on the 
measurement level with different shapes if the Yap term 
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is not included, and the predicted level is somewhat 
lower than the measured level after the flow recirculation 
zone (s/h«1.6) if the Yap term is employed in this 
model. The over all Nusselt number distribution pattern 
along s is fairly agreed to the measurement with some 
discrepancy. Lin's model obtains the Nusselt number 
distribution with improvement both in distribution shape 
and magnitude (Figure 4(c). With Lin's model and Yap 
term, the heat transfer level is correctly calculated 
starting from the upstream corner (s/h=0), but, the level 
is gradually under-estimated as the flow goes more 
downstream (s/h«2.0), however, the heat transfer 
coefficient on the rib surface are correctly predicted. 
With extra parameters of v2 and /, Durbin's model 
obtains the Nusselt number level higher than the 
measured level along the wall and on the surfaces of the 
rib without the Yap term in the 8- equation, but the 
distribution shape is much improved. The prediction of 
the heat transfer level is reduced to the measured level in 
most part if the Yap term is appended to the 
8- equation. Although the k-CO model predicts the 
flowfield well in the case of Re=37200, under-prediction 
of heat transfer level with uniform discrepancy from the 
measured level is observed downstream the rib, s/h=0 to 
6 (Figure 4(e)). Good prediction of the heat transfer 
level on all faces of the rib is achieved. These Nusselt 
number distributions using various turbulence models 
reveal that Durbin's model with the Yap term in 
8 — equation provides the best simulation in local 
Nusselt number distribution. In concluding , these 
turbulence models can predict same good flowfield well 
as shown in Figure 3, but give large variations of heat 
transfer predictions. Lin's model is the best among 
k-s models. Durbin's k-s-v2 model offers 
some further improvement, and k — CO model do not 
yield the desired level of heat transfer coefficient. 

Since the k — 8 models use pi=pC flc2/s as the 
eddy viscosity, the high values of k in the flowfield 
lead to high heat transfer predictions. The function of 
Yap term in 8 — equation is mainly reducing the 
excessive turbulent energy so that the heat transfer level 
can be reduced. The behavior of heat transfer 
computations can be viewed and explained by the 
contour of turbulent kinetic energy. Figure 5(a) plots 
the computed turbulent kinetic energy contours using 
Launder-Sharma's model and shows three locations of 
peak values : at s/h=0, s/h=2.5 and 6.2 with y/H=l. 
Two points (at s/h=0 and 6.2 with y/H=l) are singular 
points. The levels of turbulent kinetic energy are 
greatly reduced especially at flowfield near the rib and 
wall as the Yap term is applied (Figure 5(b)). Also, the 
contour pattern is greatly changed and only two locations 
of peak values are observed.    Lin's model tends to 

correct the prediction of near wall turbulence and the 
turbulent kinetic energy is concentrated near the wall 
surfaces (Figure 5(c)), however, it does not consider the 
local non-equilibrium at the flowfield and over-predicts 
the level with non-smooth pattern, therefore, the 
inclusion of Yap term which considers the non- 
equilibrium phenomena cuts down the turbulent kinetic 
energy level and smoothes out the distribution (Figure 
5(d)). The improving turbulence very close to the wall 
can explain why Lin's model with Yap term best predicts 
the heat transfer coefficient among all k — 8 models 
employed. Figure 6(a) plots the turbulent kinetic 
energy contours calculated by Durbin's model, smooth 
distributions are observed. It may justify the role of 
7,/ terms. The adoption of Yap term in 8 — equation 
again reduce the levels of turbulence significantly near 
the rib and wall surface. The correct distribution of 
turbulent kinetic energy yields the correct heat transfer 
level. The computed turbulence using k-CO model 
also shows smooth contours (Figure 7) with levels much 
lower than levels using k-s models without Yap term. 
The low level of turbulence leads to low level of heat 
transfer. 

5. CONCLUSIONS 

In this study, various versions of ow-Reynolds number 
turbulence models are used to compute the flow and heat 
transfer in two dimensional rectangular channel flow 
with ribbed passage. All the low-Re models tested 
exhibit the similar performance on the calculation of 
flowfield, but behave very differently on the calculations 
of heat transfer characteristics. Lin's model with Yap 
term leads to best prediction on heat transfer level among 
all k — 8 models tested because his model adopted the 
Taylor microscale in the damping functions and the 
inclusion of the pressure diffusion terms in both the k 
and 8 equations. His modification gives the correct 
behavior in the vicinity of the wall. The near-wall 
treatment of 7-/ system of equation helps Durbin's 
model performing even better than Lin's model on the 
calculation of heat transfer. k — CO model 
underestimates the heat transfer prediction and needs 
improvement. 

4-45 



Launder-Sharma's Model(LS), Without Yap Term,Re=12600 
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Figure 5: turbulent kinetic energy using 
(a): Launder-Sharma's model without Yap term 
(c): Lin's model without Yap term 
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(b): Launder-Sharma's model with Yap term 
(d): Lin's model with Yap term 
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Figure 6 : Turbulent kinetic energy contour using 

(a): Durbin's model without Yap term, 
(b): Durbin's model with Yap term 
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Code LS CH Lin 

cß 0.09 0.09 0.09 

/, eXP(     (1+0.02«, P l-exp(-0.0115j+) 1      CÄPl     100       1000^ 

<?k 1.0 1.0 1.4-1. l-exp(-ft) 

«J- 
s 

1.3 1.3 1.3-exp(-f) 

nk 0 0 1 8   fnk  ds\ 
2 Sxj ^U e Sxj J 

n; 0 0 -£J<P\%) 

£ 2o(if)2 2v^ 
y 2o(^-y- 

E *»>,<&? -2u(-i-)exp(-0.5/) 0 

fx l 1 1 

f2 l-0.3exp(-j?,2) l-0.22exp(-f) l-0.22exp(-f) 

C« 
1.44 1.35 1.44 

c-£2 1.92 1.8 1.92 

R, '       oe 
R. =■£ 

'        us 
R,=Jt 

'        us 

Table 1 : The constants and functions in Launder-Sharma's(LS), Chien's(CH), and 
Lin's low Reynolds number models. 

h rib height 
H Channel height 
k turbulent kinetic energy 
Nu local Nusselt number 
P pressure 
P reduced pressure 
Pi rib pitch 
PR rib pitch-to-pitch ratio, Pi/h 
Pr Prandtl number 
Re Reynolds number, Re = "nf"/ 
T temperature 
T reduced temperature 

t time 
U axial mean velocity 
V transverse mean velocity 

w rib width 
X axial coordinate 

y transverse coordinate 

ß Pressure gradient 

r temperature gradient 
s dissipation rate of turbulent kinetic energy 

M molecular dynamic viscosity 

M, turbulent dynamic viscosity 
V kinetic viscosity 
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HEAT TRANSFER IN RELAXATION ZONE 
AFTER A LOCAL CLOSED SEPARATION OF VARIOUS TYPE 

E.Ya. Epik,   L.E. Yushyna and T.T. Suprun 

Institute of Engineering Thermophysics of National Academy of Sciences of Ukraine (IET NASU), Ukraine 

The r^ults of the experimental study of the velocity and temperature charactenst.es and turbu ence 
structure are presented for the relaxating flow downstream of a separaten of various types in case of low 
free stream turbulence Tue * 0.2 % and velocities of an external flow Ue * 5 - 10 m/s The type of a 
separation (laminar, transitional or turbulent) is adjusted by the shape of an inlet edge of the plate^an1 the 
ength of an intercepted installed in the test section of the wind tunnel. Due to the approach, developed 

and broadly used in IET NASU in investigations of complex transport processes, turbulent viscosity at an 
outer edgeof a dynamic boundary layer is chosen as a main determining criterion for diagnostics of a 
°eparatTon type and its intensity as well as for calculation of heat transfer after a turbulent separation. 
The measurements confirm extremely slow recovery to a »classical» turbulent boundary layer-.fte,-v.no™ 
types of a separation. They also demonstrate the dissimilarity of an internal structure and different rates 
of recovery in a hydrodynamic and thermal boundary layer in relaxation zone both ,n an inner reg.on and 

at an outer part of a boundary layer. 

1   INTRODUCTION 

For many years due to wide spread in industrial 
and environmental engineering the great attention 
has   been    paid    to    transport   processes    in   a 
boundary layer developing in the presence of a 
closed local separation.    Extensive studies were 
devoted to the separation itself and the recovering 
flows downstream of the separation region (1-11). 

Despite numerous attempts to penetrate into 
the  mechanism   of a  separation   and  distortions 
caused by it in an internal structure of a dynamic 
and • thermal    boundary    layer    in    zones    of 
reattachment   and   relaxation,   many   aspects   of 
these    complex    flows    remain    unknown    and 
unpredictable.        Thus    there    are    no    reliable 
recommendations        for        determination        of 
reattachment length and height; there are absent 
the    universal    criteria    for    estimation    of   the 
separation   intensity;   there   are   limited   data   on 
transformation    of    velocity    and    temperature 
turbulence in relaxation zone, etc. 

Most the experiments and calculations were 
made for momentum transport. The problems 
connected with the influence of a separation on 
heat transfer remain obscure. Generally the 
number of experimental investigations on 
hydrodynamics substantially exceeds those on heat 
transfer, numerical simulation predominating over 
the experiments. Questions, concerning the 
memory (or relaxation) after a closed separation, 
are not widely studied especially in the important 
case when surface heat transfer occurs. 

Thus far it is not clear: how can the typical 
dimensions of the relaxation zone be defined and 
predicted; how does the highly distorted 
turbulence around reattachment re-organize itself 
towards  the   more   usual   boundary   layer   forms; 

how can the intensity of a separation in terms of 
subsequent effects on the developing after it a 
boundary layer be characterized; how can the 
type of a separation (laminar, transitional or 
turbulent) be diagnosed, etc.? The lack of the 
experimental information restricts the possibilities 
of calculation methods as well as an extension of 
new phenomenological approaches for description 
of main features of a separation itself and 
relaxation zone after it. 

That is why for many years in IET NASU the 
experimental investigations of heat transfer and 
hydrodynamics have been carried out for 
separated flows (7,8,10,12, etc.). The experiments 
presented here are specially designed for the flow 
downstream of reattachment rather than the 
separation    region    itself. The    experimental 
arrangements are described in the following 
section and subsequent sections contain some of 
the results. 

It is necessary to note that the presented 
results do not pretend to universal correlations or 
generalization. Their goal is to emphasize the 
common problems of the relaxating flow in the 
process of its very slow recovery to a "classical" 
turbulent boundary layer after a separation of 
different type without superposition of another 
additional factors (for example, free stream 
turbulence or longitudinal pressure gradient) 
which influence intensity and dimensions of a 
separation itself. One can use these results for 
comparison, calculations, working        out 
corresponding turbulence models, etc., taking into 
account that in relaxation zone an analysis and 
estimation of course of transport process and its 
intensity, influenced by a separation, is directly 
connected    with    the    choice    of   the    reference 
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conditions. Some aspects of this problem are 
discussed below. 

2  EXPERIMENTAL ARRANGEMENT 

The experiments were conducted in the typical 
low-velocity open type wind tunnel T-5 IET 
NASU with a test section of 120x120x800mm 
(Figure 1). The confuser (designed by Lespinar's 
curve with contraction 9) ensured the smooth 
passage to the test section. Damping chamber had 
5 identical sections with deturbulizing grids and 
filters. The level of flow turbulence was varied 
by 10 mm thick perforated plates (PP) with 
perforation diameter 13.5mm placed at the inlet 
to the wind tunnel confuser. 

The experiments, the results of which are 
presented below, were specially carried out 
without turbulence generator (PP0). In this case 
the natural turbulence level in the initial section 
of the tunnel was about 0.2% and a "pure" 
separation of different type and intensity 
"worked" as a generator of turbulence in a 
boundary layer. The intensity of a separation was 
adjusted by the shape and thickness of the plate 
inlet edge; by the values of mean velocity of an 
external flow; by the height of an interceptor 
located in the end of test section on its top wall. 
The changes of height of an interceptor caused 
the essential redistribution of pressure near the 
inlet edge, however the streamwise pressure 
gradient along the rest of the plate part was 
practically absent. Thus there were realized flows 
without and with a separation of different types 
and intensity near the inlet edge of the plate. In 
the experiments designated as PP0-0, PP0-25 and 
PP0-60 the latter figures corresponded to the 
height of the interceptor in mm. 

•The plate under study, the leading edge of 
which was rounded off by a radius of 1.5mm 
(2h=3mm) or was blunt (2h=7.5mm), was installed 
in the tunnel test section at height of 20mm above 
its bottom wall, i.e. the upper (working) and low 
surfaces of the plate were streamlined 
asymmetrically. 

The main plate part of thickness of 10mm and 
length of 770mm was made of cloth-based 
laminate (textolite). Heat transfer was explored 
by electrocalorimetry, using six surface ribbon- 
type heaters with individual power control, glued 
along the plate. The inlet plate part of the length 
of 30mm was made from brass. Additional 
heating of the inlet part provided simultaneous 
development of thermal and dynamic boundary 
layers. Due to the combination of the 
electrocalorimetrical method on the main part of 
the plate with additional heating of its inlet part, 
the boundary conditions were approximately 
tw «const and qw «const at x<30mm and 

x>30mm respectively. 

Parameters of velocity and temperature 
turbulence were measured by the DISA-55M hot- 
wire system with l|i and 5JJ. probes; coefficients of 
friction were determined by modified Clauser's 
method in turbulent boundary layer (k=0.4 and 
C=5.1) or on the basis of velocity profiles. The 
length of the reattachment region was determined 
by method developed in IET NASU and based on 
changing thermoanemometer signal in this region. 
Results of thermal and aerodynamic measurements 
carried out in the range of x=50-600mm were 
processed on IBM-486 personal computer. 

The research program involved an 
experimental study of local values of friction and 
heat transfer coefficients, velocity and 
temperature profiles, their characteristic 
thicknesses and shape parameters as well as 
distributions of velocity and temperature 
fluctuations and their spectral composition. 

Characteristics of five cases under study are 
given in the Table. As seen from the Table, the 
following types of a separation were observed in 
experiments: turbulent of various intensity (cases 
4 and 5), transitional (case 3) and laminar (case 2). 
In case 1 the separation was absent. 

Table 

Case 1 2 3 4 5 

Des. PPO-60 PPO-25 PPO-25 PPO-0 PPO-0 

Inlet 
edge, mm 

rounded 
2h=3 

rounded 
2h=3 

rounded 
2h=3 

rounded 
2h=3 

blunt 
2h=7.5 

Ue, m/s 10 5 10 10 10 

Xr, mm . 25 10 10 30 

Vßr/V 0 5 20 36 62 

Type of 
separation 

without 
separation 

laminar trans. turbulent turbulent 

Symbols: 
dynamic 
thermal 

D + O 
• 

A 
A 

X 

For diagnostics of the type of a separation 
and its intensity the common approach, developed 
in IET NASU for the estimation of transport 
processes intensification in any boundary layer, 
influenced by different external factors including 
free stream turbulence, was used (13). Due to this 
approach dimensionless turbulent viscosity at an 

outer edge of a dynamic boundary layer v^ / v 

is one of the main parameters responsible for the 
transport properties of a wall boundary layer. In 
case of generation of turbulence by a separation 

turbulent viscosity v^ / v in the section of 

reattachment (x « xr) was chosen as such 

parameter. As seen from the Table, at 

Vt5r / v«5 a laminar separation took place. 

With the vör / v growth a transitional separation 

was developed and at last at v^ / v>30 a 
turbulent   separation   arose.       Thus   the   given 
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parameter can be used for the approximate 
diagnostics of a separation type (of course in 
combination with another diagnostic methods and 
first of all with the most reliable of them, based 
on an analysis of mean velocity profiles). The 
problems connected with determination of 
turbulent viscosity at an outer edge of a dynamic 
boundary layer will be discussed in the section 
3.5. 

structure of the dynamic and thermal boundary 
layers, caused by a separation. 

Variations of local coefficients of friction and 
heat transfer are presented in Figures 2 and 3.   To 
compare  with  a "classical"   boundary  layer  the 
following dependencies were used (13, 14): 
for laminar boundary layer: 

Cf0 = 0.44 Re (1) 

3  EXPERIMENTAL RESULTS 

Before the description of the experimental results 
we would remind of the following circumstances. 
We have no for an object to obtain the universal 
recommendations for calculation of intensity of 
transport processes (friction or heat transfer) or 
universal correlations and criteria in the 
relaxation zone after a separation of different 
nature. Our main aim is to present experimental, 
to some extent, inconclusive data about variations 
of the most important characteristics of the 
dynamic and thermal boundary layer first of all 
for zone of "slow" relaxation where recovery to a 
"classical" turbulent boundary layer took place 
irrespective of a separation type. Due to 
approximate estimation, in case of a turbulent 
separation the beginning of this zone 
corresponds-3.3xr, whereas the end is not known 

because it has not been achieved in any 
investigation, devoted to characteristics of 
relaxation zone. To some extent it is connected 
with such "curious" fact that the outer flow 
recovers substantially slower than the inner one 
(11) and a separation manifests itself as a 
generator of an external turbulence (7,10). We 
did not attempt to use the dimensionless 
parameters involving the length of reattachment 
taking into account uncertainty of its 
determination (10). 

3.1   Coefficients of friction and heat transfer 

Generalizing the experimental data on transport 
processes in zone of relaxation after a separation, 
the current coordinate (x - xr) is usually used as 

a determining geometrical size. As it was shown 
in (10), it is correct only for turbulent separation 
at reasonably high Reynolds numbers, when 

xr / h * const, i.e. at Reh £ lO4 . In given 

experiments the xr / h values changed 

nonmonotonously   (see   the   Table).      Therefore 

Reynolds number Re based on a momentum 
thickness was chosen to present data on friction 
and heat transfer. In our opinion this choice is 
rather successful because as it will be shown 

below local Reynolds number Re quite 
satisfactorily  correlates  the   integral   changes  in 

St0 = 0.365 Re 

for turbulent boundary layer: 

Cf0 = 0.027[1 + 0.05(lgRe"- 33) 

+0.1(lgRe**-3.3)2]Re' 
.♦-0.268 

St0 = 0.0157 Re 
-0.25 

(2) 

(3) 

(4) 

The equation (3) was recommended in (13) taking 
into account the influence of low Reynolds 
numbers on the wake parameter values. 

As seen from Figures 2 and 3 when a 
separation is absent a typical laminar-turbulent 
transition takes place (case 1, PP0-60). After a 
laminar boundary layer, characterized by the 
decrease of coefficients of friction and heat 
transfer, the latter substantially increase in the 
region of transition with further declining in a 
turbulent boundary layer. The points of the start 

(Re**) and end (Re**d) of a dynamic and thermal 

transition practically coincide, the length of 
transition (estimated as usual by relation of 

Re**d/Re**) being - 2.6. These data agree with 

the known features of laminar-turbulent transition 
described for example in (15). 

Cases 2 and 3 are identical from the point of 
view of their geometry (PP0-25) but differ by 
velocities (Ue «5 and 10m/s ), i.e. first of all by 
turbulent viscosities at an outer edge of a dynamic 

boundary layer (v^,. / v «  5 and 20). 
In case 2 after a laminar separation the 

pseudolaminar boundary layer develops and 
transforms into the quasiturbulent-like boundary 
layer through the bypass transition. The 
distributions of friction coefficients along the 

plate Cf = f(Re") are nonmonotonous which is 

one of the main indications of any transition, 
whereas the distributions of heat transfer 
coefficients exhibit an obvious tendency to 
disappearance of nonmonotonicity of the variation 

St = f(Re"). 
As the result of the appearance of the 

pseudolaminar or quasiturbulent boundary layer 
the bypass transition can start and end at higher 
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Cfand St values than those in initial "classical" 

laminar or turbulent boundary layer. 
In case 3 after a transitional separation the 

bypass transition begins immediately without a 
stage of a pseudolaminar boundary layer. The 
variations of coefficients of friction and heat 
transfer become monotonous despite the presence 
of bypass transition, after which the 
quasiturbulent-like boundary layer follows. 

Such unusual forms of bypass transition were 
first observed in (16) and named "upper". In our 
opinion the origin of "upper" bypass transition in 
a boundary layer owing only to the presence of a 
laminar or transitional separation at 
comparatively low free stream turbulence is an 
important fact for engineering. It is obvious that 
it is impossible to predict without special 
experiments the described effects of a separation 
type on the development of boundary layers and 
intensity of transport processes in zone of 
relaxation using even the very modern theories 
and turbulence models. 

■In cases 4 and 5 (PPO-0) at Ue * 10 m/s after 

a turbulent separation in zone of "fast" relaxation 

(x/xr<3.3) the global growth of friction 

coefficients takes place whereas the heat transfer 
coefficients being substantially higher than in 
"classical" turbulent boundary layer decline. In 
zone of "slow" relaxation the very long 
quasiturbulent-like boundary layer develops along 
the remaining part of the plate under study. In 
described cases turbulent viscosity at an outer 
edge of a dynamic boundary layer is rather high 

(Vt5r/v«36 and 62 respectively), under other 

equal conditions determined by the mean velocity 
and length of interceptor, the values of viscosity 
as well as the intensity of a turbulent separation 
depending only on a shape of inlet edge (rounded 
off or blunt). For these two cases as it will be 
shown below the similarity equations to calculate 
heat transfer are suggested, using approach 
developed in IET NASU. 

3.2  Velocity and temperature profiles 

Velocity and temperature profiles are presented at 
x=const. In our opinion the analysis of 
experimental data in such form is preferable for 
direct comparison of the characteristics of 
boundary layers after different types of a 
separation, irrespective of the values of 
dimensionless lengths based on xr or h  and their 

combinations with x . 
Figure 4 demonstrates the velocity profiles in 

wall    law    coordinates. At    x=50mm     two 
characteristic parts of the velocity distributions 
can be distinguished for case 1 (without a 
separation) and case 2 (laminar separation): a wall 

zone where   u+ = y*   and a buffer zone between 

the wall zone and an external flow. The 
logarithmic law region is completely absent. Such 
profiles are typical for laminar and pseudolaminar 
boundary layers (13,15). 

In case 3 the appearance of a transitional 
separation promotes the expansion of the buffer 
zone on both sides, but the profile remains far 
from a turbulent one. In three cases described 
the diffuser effect is not observed in distributions 
of velocity at x=50mm. 

The substantial distortion of the velocity 
profiles takes place in cases 4 and 5 after a 
turbulent separation. It results in an expansion of 

the buffer zone in the region of lower y+ and 
appearance of the usual for diffuser flows "loop" 
in the wake zone, enveloping the outer part of a 
dynamic boundary layer. Although the validity of 
the logarithmic law is questionable near a 
separation (see, e.g. (2,4,5,11)), we use the 
following equation (5) for analysis of the obtained 
data and determination of friction coefficients by 
modified Clauser's method: 

u+ = 2.Jlny++5.1 (5) 

Along the zone of "slow" relaxation the 
existence of the region of the logarithmic law 
validity is experimentally confirmed by the given 
data: the velocity profiles become similar to those 
for quasiturbulent boundary layer differing in the 
values of wake parameters (13). 

The transformation of temperature profiles is 
not identical to those for the velocity profiles 
described above. The experiments in a thermal 
boundary layer carried out for cases 3 and 4 show 
that near a separation at x=50mm as well as 
along the relaxation zone up to x=600mm all the 
temperature profiles lie below the usual relation 
(17): 

0+ =Z121ny++3.5 (6) 

This is an evidence of nonuniversality of the 
temperature profiles in wall law coordinates. The 
tendency to universality of temperature profiles 
is observed only in coordinates © - y / 8t within 
the range of x under study. This fact confirms the 
conservative reaction of a temperature field to the 
effects of a different nature, including a 
separation. 

3.3 Characteristic thicknesses of boundary 
layers, shape parameters 

After a separation of various types the thicknesses 
of a dynamic and thermal boundary layer 
(determined as usual by conditions U8 = 059Ue 

or ©6 = 059©e) substantially exceed the ones in a 
"classical" turbulent layer (Figure 5), however the 
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rate of their growth varies along the relaxation 
zone. In all cases under study in the presence of 
separation the thicknesses of a dynamic and 
thermal boundary layers change monotonously, 
their     values     practically     coinciding. The 
monotonous changes are also peculiar to 
momentum and enthalpy thicknesses. A different 
behaviour is observed for displacement 
thicknesses: in case of a turbulent separation: their 
changes become nonmonotonous.   Generally in a 

thermal boundary layer the values 8t and 8t   are 

less than 8 and 8 in dynamic one. This fact 
confirms the different character of the recovery in 
a dynamic and thermal boundary layer 
particularly in an inner and outer parts in zone of 
relaxation. 

The distributions of shape parameters H and 
Ht (Figure 6) reflect the features of changes of 

characteristic thicknesses (displacement, 
momentum and enthalpy) described above. In 
case 1 when a separation is absent the main 
variations of H (from 2.59 to 1.48 at x=50 and 
600mm respectively) take place in the zone of 
laminar-turbulent transition owing to changes of 
flow regimes in a dynamic and thermal boundary 
layer. The quoted figures correspond to a 
"classical" laminar and turbulent (at 
comparatively low Reynolds numbers) boundary 
layer. In case 2 after a laminar separation in 
region of development of a pseudolaminar 
boundary layer the values of H falls to 2.13 (at 
x=50mm) and approaches to the same mentioned 
above at x=600mm for a turbulent boundary 
layer. In case 3 a transitional separation causes 
the similar changes with lower values of H=1.9 at 
x=50mm. It is necessary to note that in all three 
cases the diffuser effect at x=50mm was not 
revealed in velocity profiles, i.e. the changes of H 
near reattachment are connected only with the 
separation type, i.e. the flow regimes in a 
separation region. Otherwise after a turbulent 
separation in cases 4 and 5 the H values at 
x=50mm (H=1.79) indicate on the diffuser effect; 
at x=600mm the H values are slightly lower 
(H=1.38) in comparison with previous cases what 
is connected with the development of a 
quasiturbulent-like boundary layer. As shown in 
(13) the development of pseudolaminar or 
quasiturbulent boundary layers accompanies by 
decrease of the H values. 

In a thermal boundary layer for cases 3 and 4 
under study the distributions of Ht are 

completely similar to H (in particular Ht=1.85 

and 1.74 at x=50mm declining to 1.45 at 
x=600mm). 

In our opinion one can take into account 
unpredictable changes of the characteristic 
thicknesses of a dynamic and thermal boundary 
layer   in   calculations   of  transport   processes   in 

complex   flows  and  approbations   of  calculating 
models. 

3.4 Velocity and temperature fluctuations 

Analysis of longitudinal velocity fluctuation 
profiles permits to conclude that a separation of 
flow being the powerful wall generator of 
turbulence manifests itself first of all in the 
deformation of an outer edge of a dynamic 
boundary layer (Figure 7). Thus in cases 5 and 4, 
when a turbulent separation of different intensity 
takes place, at an outer edge of a dynamic 
boundary layer the level of turbulence reaches to 
7.7 and 5.1% at x=50mm declining to 2.8 and 
2.0% at x=600mm despite a low free stream 
turbulence (Tue=0.2%). Such high values of 

turbulence are typical for external turbulized 
flows when turbulence is generated by special 
grids or perforated plates. Comparatively high, 
levels of turbulence at the outer edge of a 
dynamic boundary layer are also observed in 
cases 2 and 3 for a laminar and transitional 
separation. 

The usual decay laws for free stream 
turbulence after grids or another types of 
turbulence generators can be successfully used for 
an outer edge of a boundary layer (10). On the 
basis of these laws it is possible to calculate the 
changes of kinetic turbulence energy, 
characteristic scales and turbulent viscosity, the 
latter decreasing along the zone of relaxation (10). 

Another character of turbulence variations at 
an outer edge is observed for case 1 when a 
separation is absent and along the plate the 
growth of turbulence and turbulent viscosity takes 
place. Energy of fluctuations firstly increases 
linearly and then exponentially right up to 
maximum (to the end of a laminar-turbulent 
transition); only in a turbulent boundary layer it 
begins to decrease. 

At that time for both cases 3 and 4 under 
study the level of temperature fluctuations at the 
outer edge of a thermal boundary layer is 
substantially lower than the level of velocity 
fluctuations (in all 1.3 and 1.6% at x=50mm and 
0.8-0.9% at x=600mm for cases 3 and 4). This 
evidences a weakening of the correlation between 
fluctuations of velocity and temperature at an 
outer edge of the boundary layers along the 
relaxation zone. 

Distributions of the longitudinal component 
of velocity fluctuations near the reattachment at 
x=50mm (Figures 8 and 9) show that in cases 5 
and 4 after a turbulent separation there are two 
maxima of longitudinal fluctuations: the first of 

them is situated near the wall (y+ »13) and the 

second is shifted into the outer region (y / 8 « 0.6 
and 0.4). The most part of turbulence energy is 
concentrated       in       the       second       maximum 
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(u'/Ue«19 and 15% respectively). In the 

relaxation zone the second maxima gradually 
disappear and the fluctuation distributions become 
quasiturbulent-like with one maximum near the 
wall. 

In cases 3 and 2 after a transitional or 
laminar separation the distribution of fluctuations 
factually has only one maximum reaching to 

u" / Ue « 13-14% at y+ * 13-14. These figures 

are typical for the first maximum of all four cases 
as well as for a."classical" turbulent boundary 
layer. 

In case 1 when a separation is absent there is 
the growth of fluctuation energy along the plate 

with one maximum at y / 8 » 0.4. Such location 
of maximum of fluctuation energy indicates the 
existence of a pseudolaminar boundary layer (13). 

Temperature fluctuations (Figure 10) are 
distributed through the thickness of a thermal 
boundary layer in another manner. In cases 4 and 
3 after a turbulent and transitional separation 
near reattachment at x=50mm they have only one 

maximum (t'/(tw -tj * 17 and 13%, t* / t* «0.9) 

which practically lies on the wall (y+ < 4). Along 
the relaxation zone the maximum shifts from a 

wall to y+ »13, at x=600mm the values of 

t'/(tw-te) decreasing to 10-12% and otherwise 

of t' / t* increasing to 1.3-1.7. Note that in 

coordinates t / (tw -tj -y / 8, profiles of 

fluctuation are close to universal. So, the field of 
temperature fluctuations forms earlier than 
velocity one, i.e. the length of a thermal and 
dynamic relaxation is different. 

3.5   Calculations of heat transfer 

The method of calculation of heat transfer is 
developed for the zone of "slow" relaxation 
(x/xr>3) in cases 5 and 4 when a turbulent 

separation takes place. 
As it was pointed above, the approach of IET 

NASU assumes that the type of a separation as 
well as the enhancement of heat transfer in the 
relaxation zone is determined by dimensionless 
turbulent viscosity at an outer edge of a dynamic 
boundary layer in the section of reattachment 
(x = xr). The values of this viscosity can be 

calculated on the basis of an "energy-dissipation" 
turbulence model   by two methods. 

The first and the simplest of them suggests 
using the decay law of longitudinal fluctuations at 
an outer edge of the developing after a separation 
dynamic boundary layer. As our experience 
shows the description of this decay law can be 
made in a similar manner as it is accepted for free 
stream turbulence after generators of turbulence 
as grids or perforated plates installed   directly in 

the test sections or before the confusers of the 
wind tunnels respectively. 

The second method requires the 
measurements not only of longitudinal fluctuation 
energy but its spectral composition to determine 
the dissipation. 

Two methods of determination of turbulent 
viscosity at the outer edge in the section of 
reattachment described above can be successfully 
used in the cases of low free stream turbulence 
when its scale does not influence on the 
developing boundary layers. As shown in studies 
of IET NASU (7,8,10,12,13, etc.) in cases of high 
free stream turbulence and its large relative scales 
so called "overlayer" arises between an outer edge 
of a dynamic boundary layer and turbulized 
external flow. In overlayer an attenuation of 
transport properties of the external flow takes 
place. It results in an anisotropy at an outer edge 
of a dynamic boundary layer and requires the 
development of new schemes of calculation or 
modification of existing ones, taking into account 
the scale influence described above. Problem is 
actual in case of high free stream turbulence 
arising in passage part of power equipment. 

In the first approximation in zone of "slow" 
relaxation after a turbulent separation at 

x/xr>3.3 (cases 5 and 4) at Re**=const the 
current values of heat transfer coefficients (St) can 
be calculated by the following relation: 

St/St0=l+0.2(vtSr/vf (7) 

where the St0 values are determined from 

equation (4) for a "classical" turbulent boundary 
layer. The relation (7) contains also the turbulent 
viscosity   vt()    generated   near   the   wall      in   a 

turbulent boundary layer and calculated on the 
basis of known recommendation, for example: 

vt0 = 0.0168Ue5 (8) 

It is necessary to note that the choice of 
reference conditions is very important in 
generalization   of   experimental    results.       The 

relation (7) has been obtained at Re   =const. 
The comparison of data under the reference 

condition Re"=const in fact leads to a virtual 
overstating of coefficients of heat transfer 

intensification St / St0 (due to the growth of a 

momentum thickness with strengthening a 
turbulent separation) and as a consequence to the 
shift of the used reference dependence (4) into the 

range of higher Re . However in our opinion 
such choice is rather grounded by local 
presentation of experimental data when many 
uncertainties connected with the initial conditions 
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are excluded owing to use of momentum thickness 
(not current length x) as a determining dimension. 

3.6  Filtration properties 

A deep insight into the mechanism of development 
of a boundary layer after a separation is given by 
so called filtration coefficient: the ratio of the 
spectral power at the given point in the boundary 
layer, Eu(n), to its value at the outer edge of the 

boundary layer, Eu(n)5 , at the same frequency, n. 

The distributions of filtration coefficients for 
the longitudinal component of velocity 
fluctuations after a turbulent separation in the 
beginning of zone of "slow" relaxation at x=50mm 
(Figure 11, case 4) indicate the existence of the 
one-directed flow of the kinetic turbulence energy 
directed from the boundary layer into the 
external flow at all frequencies. The maxima of 

local energies are located at y / 8 «0.4, as it 
takes place for integral energy of fluctuations, i.e. 
practically coincide with the position of the 
second maximum in distributions of longitudinal 
fluctuations. Such    behaviour    of    filtration 
coefficients is typical for the flows with a 
longitudinal unfavourable pressure gradient (12). 

After a transitional separation the energy 
transfer into the external flow is also observed at 
all frequencies, however the character of 
coefficient filtration distributions is another. In 
range of low and moderate frequencies the 
maxima of local energies are placed near the wall 

(y+ «13), and coincide with the same for the 
integral energy, whereas at high frequencies they 

shift up to y / 5 «0.3 from wall. Thus a 
pseudolaminar boundary layer or weak diffuser 
effect manifest themselves only at high 
frequencies, because they are practically absent in 
the changes of another characteristics (in the first 
turn in the velocity distributions at x=50mm). 

In both cases described above at x=600 mm 
there is only the drain of energy into the external 
flow, maxima of local energies at all frequencies 

being located at y+ »13, what confirms an 
existence of a turbulent or quasiturbulent-like 
boundary layer along the zone of "slow" 
relaxation. 

4  CONCLUSION 

The presented results of the experimental study of 
the characteristics of the relaxating flow 
downstream of a separation of various types 
confirm the validity of approach developed in IET 
NASU for estimation of transport properties of 
complex flows. Due to this approach turbulent 
viscosity at the outer edge of a dynamic boundary 

layer in the section of reattachment v^ / v was 

chosen as the basic criterion determining in the 
first approximation the type of a separation 
(laminar, transitional or turbulent) and its 
intensity. The latter were adjusted both by flow 
regime (the values of mean velocity) and by 
geometric (the shape of an inlet edge of a plate 
and height of an interceptor) parameters. The 
experiments were specially carried out at low free 
stream turbulence (Tue«0,2%) , i.e. under 

conditions when a "pure" separation was arisen 
and "worked" as generator of turbulence in a 
developing after it boundary layers. 

As shown when a separation was absent 

(V^/VKO) a typical laminar-turbulent 

transition took place along a plate surface. The 

growth of Vjg,. / v to -5 caused a laminar 

separation promoting after it the emergence of 
the bypass transition and further development of a 
quasiturbulent-like      boundary      layer. At 
vtSr / v « 20 a transitional separation as well as at 
vt5r / v>30 a turbulent separation of different 
intensity also transformed to the quasiturbulent- 
like   boundary   layers.      In   the   latter   case   at 

Re** =const the enhancement of heat transfer was 
described by the similarity equation (7) based on 
the ratio of turbulent viscosity at an outer edge 
of a boundary layer in the section of 
reattachment to turbulent viscosity in a "classical" 

turbulent boundary layer (v^,. / vt0 ). 
The measurements confirmed an extremely 

slow recovery to a "classical" turbulent boundary 
layer with various rates of this gradual process in 
an inner and outer parts of the boundary layers. 
Causing the powerful structural changes near the 
wall, a separation "works" first of all as a 
generator of an external turbulence; that is why 
the length of relaxation in an outer part of the 
boundary layers is substantially longer than in an 
inner one. Moreover the relaxation zone of a 
thermal boundary layer is shorter than of 
hydrodynamic one due to conservative reaction of 
thermal boundary layers to different disturbances 
including a separation. 

The measurements also broadened the 
existing ideas about untraditional and to some 
extent unpredictable transformation of many 
important characteristics of a dynamic and 
thermal boundary layer in relaxation zone, 
concerning the distributions of heat and friction 
coefficients, mean velocities and temperatures, 
characteristic thicknesses, shape parameters, 
fluctuations of velocity and temperature, their 
spectral composition, etc. 

The analysis of power spectra permitted to 
conclude that memory effects manifest themselves 
differently depending on frequency: at some 
frequencies   the       main   features   of   prehistory 
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preserve when at others they disappear. In our 
opinion this fact is very important and demands 
further experimental investigations for penetration 
into the internal mechanism of relaxation and 
improvement of existing turbulence models.. 

We thank the INTAS for support in the 
framework of project "Pan-European Network on 
Flow, Turbulence and Combustion". 

NOMENCLATURE 

Cf friction coefficient 
H, Ht shape parameters 
t mean temperature 
t' rms temperature fluctuation 
t* dynamic temperature 
U mean axial velocity 
u* velocity of friction 

u+ dimensionless velocity,   U / u 

u' rms longitudinal fluctuation 
x distance along a plate 
y distance normal to a plate 

y+ dimensionless coordinate,   yu  / v 

Greek 
8 ,8t boundary layer thicknesses 

8*,8* displacement thicknesses 

8** momentum thickness 

8" enthalpy thickness 

v viscosity 

©,©+ dimensionless temperature 

(tw-t)/(tw-te),(tw-t)/t' 

Criteria 

Re" Reynolds number 
St Stanton number 

Subscripts 
e external flow 
r point of reattachment 
t turbulent, thermal 
w wall 
8 outer edge of the boundary layer 

Tue = 0 
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BUOYANCY-OPPOSED TURBULENT WALL JET FLOW DOWN 
A VERTICAL PLANE SURFACE 

S. He, Z. Xu and J.D. Jackson 

Manchester School of Engineering 
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ABSTRACT 

Some results are presented from a program of research concerned with generic studies of thermal convection. The work 
was initiated to produce detailed measurements of the velocity, turbulence and temperature fields in buoyancy opposed 
plane wall jet flow. A large scale experimental facility consisting of a water flow loop with a test section in the form of 
a vertical rectangular channel having transparent walls has been constructed and equipped with advanced 
instrumentation for Particle Image Velocimetry, Laser Dopplor Anemometry and whole field thermal measurements. 
Detailed measurements of the temperature field together with preliminary measurements of the flow field using PIV are 
presented and discussed along with the results of CFD simulations. It has been found that the flow and temperature 
fields are highly unsteady. The effect of the presence of buoyancy is-to restrict the penetration of the jet into the slowly 
ascending counter current flow and also to stabilize it. 

1 INTRODUCTION 

The turbulent plane, buoyancy-opposed vertical wall 
jet has been identified as having some key elements of 
flows encountered in certain nuclear reactor systems 
where hot fluid is diverted down the inside surface of 
the pressure vessel into a space containing colder 
stationary fluid. A similar flow situation can be 
produced in the early stages of the development of a 
fire in an enclosure, where a ceiling jet spreads 
outwards from the point of impingement and is turned 
downwards at the top corners of the room. With such 
applications in mind, a detailed program of generic 
thermal convection studies has been initiated at 
Manchester University to produce measurements of 
velocity, turbulence and temperature in turbulent 
buoyancy-opposed plane wall jet flow. A large scale 
experimental facility using water as the working fluid 
has been constructed and equipped with advanced 
instrumentation for the Particle Image Velocimetry 
(PIV), Laser Doppler Anemometry and measurements 
of the whole temperature field in such flows. The aim 
is to obtain a better understanding of the mechanisms 
involved in turbulent, buoyancy-influenced wall jet 
flow and to produce detailed information on both 
thermal and flow fields for use as a benchmark to 
establish trust in the CFD codes which are used in 
industry for simulating such flows. In this paper, we 
report some initial results obtained using the new test 
facility. CFD simulations of the flow system being 
studied are presented. These were made to help with 
the design and planning of the experiment. They are 
followed in the paper by some preliminary 
measurements made using PIV which show features of 
the instantaneous flow structures. Finally, some 
detailed measurements of the thermal field are 
presented and discussed. 

A plane wall jet is formed by injecting a stream of 
fluid along a wall into fluid which is either at rest or 
moving slowly. The velocity field consists of two 
distinct flow regimes - an inner region where the flow 
resembles that of a conventional wall shear flow and an 
outer region where the flow has features similar to that 
of a free shear layer. Much research effort has been 
directed at such problems since the pioneering work of 
Glauert (1). A critical review of experimental studies 
on isothermal wall jets prior to 1981 can be found in 
Launder and Rodi (2). Recent studies have been 
directed at more complicated flow situations. 
Examples include the work Padmanabham and Gowda 
(3,4) and Sinclair et al (5), in which studies of three- 
dimensional wall jets are reported. Buoyant jets and/or 
plumes have been the subject of particular attention, 
for the obvious reason that in reality most jets are 
released into an environment of different density. Over 
ninety experimental studies of vertical buoyant jets 
were reviewed by Chen and Rodi (6). However, only 
one of these studies, Turner (7), was classified as a 
'negative buoyancy jet'. In that study, the behavior of 
jet and plume flows were investigated and compared. 
Later, Goldman and Jaluria (8) reported a more 
detailed investigation of the effect of opposing 
buoyancy on the flow in free jets and wall jets using 
flow visualization with smoke and hot-wire 
anemometry. The penetration distance was found to be 
rather dependent on the discharge Froude number Fr. 
This work was subsequently extended to include 
consideration of mixed convection flow due to a 
buoyant wall jet turning downwards at a corner by 
Kapoor and Jaluria (9). 

Recently Gogineni and Shih (10) have reported 
observations of whole flow field structures in plane 
wall jets using flow visualization and the PIV 
technique. The interaction between the inner and outer 
layers has been studied. The jet flow was found to start 
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to show transition from the laminar condition to the 
turbulent one when Reynolds number based on the exit 
mean velocity and channel width was greater than 
2200. Hsiao and Sheu (11) investigated qualitatively 
and also quantitatively the behavior of double-row 
vertical structures in the near field region of a plane 
wall jet using flow visualization and hot-wire 
techniques. 

Finally, it is of interest to note the studies of 
Balachandar et al (12) and Volchkov et al (13) of a 
wall jet injected into an approaching flow. The flow 
configuration studied was in some respects similar to 
the present one but-no significant buoyancy influences 
were involved. The effects on the flow pattern of jet 
to background flow velocity ratio were investigated. It 
was found that the influence of the counter current 
flow on the jet flow appeared to be weak when the 
velocity ratio was greater than about 10. 

2 THEORETICAL BACKGROUND 

Figure 1 illustrates the two-dimensional buoyancy- 
opposed vertical plane wall jet flow considered here. 
As shown in the figure, hot fluid is injected downwards 
along a wall into a slowly ascending colder fluid. The 
jet flow eventually turns upwards and is removed along 
with the upward flowing colder fluid from the top of 
the test section. The non-dimensional parameters 
describing such a flow situation certainly include the 
jet Reynolds number (based on mean velocity Uo at the 
injection location and slot width D) and the discharge 
Froude number Fr (the ratio of inertial to buoyant 
forces). The Froude number can be defined in terms of 
initial momentum flux M0 and the weight deficit W0 as, 

Fr = - 
M0U0 

WQD (1.) 

where M0 = 2\poU0
2dx    and    W0= 2gj(pa -po)Uadx . 

o o 
For the case of uniform profile of velocity and density 
at the jet, the Froude number can be expressed as, 

Fr = - Ud 
gD(j>a-R))l PO 

(2.) 

Another important parameter is the ratio of the jet 
velocity to the ascending flow velocity Uo/Ua. As 
mentioned earlier, the effect of this on the jet flow has 
been investigated by Balachandar et al (12) and 
Volchkov et al (13). In the present study, we have kept 
this ratio relatively large so as to guarantee that for 
most of the cases studied, the effect of buoyancy 
dominates that of the counter flow. 

3 COMPUTATIONAL STUDY 

Pre-test numerical simulations of the buoyant wall jet 
flow considered here have been conducted using the 
computer code FEAT, a finite element CFD package, 
which is widely used in the UK nuclear industry. The 
code was developed for studying general flow, heat 
transfer and thermal stress problems. It has the feature 
of being interactive - the user can monitor and interact 
with the solution process at virtually all stages. High 
order convection schemes are used in the FEAT code, 
which guarantee that numerical diffusion is minimised 
in the solution, thus avoiding problems which are 
commonly encountered when using CFD codes 
employing finite volume methods. 

The FEAT code is designed for conditions of 
uniform fluid properties. The effects of buoyancy are 
included in the momentum equations using the 
Boussinesq approximation. The energy equation is 
solved coupled with the continuity equation and the 
momentum equations to update the buoyancy term. In 
the standard version of the code, various turbulence 
models, including two-equation eddy viscosity models, 
are available for use. In our simulations, the standard 
k-8 turbulence model (Smith (14)) has been employed. 
(The equations actually solved in the FEAT code are 
those for q and f, the square root of the turbulence 
kinetic energy and the frequency of the large scale 
turbulence motions, respectively. Extra source terms 
are added to the q and / equations to accommodate 
other models chosen by the user). Wall functions are 
used in the near-wall region. A non-uniformly 
distributed mesh was employed in the present 
calculations. 

4 EXPERIMENTAL FACILITY AND 
INSTRUMENTATION 

The test section used in the present experimental study 
is a vertical passage of height 2.3m having a 
rectangular cross section 0.3m x 1.2m with transparent 
walls to enable optical measurements to be made. As 
shown in Figure 1, a plane jet of heated water passing 
downwards through the 18 mm space between a glass 
plate and one wall, is injected into a slowly ascending 
flow of colder water, supplied at the bottom of the test 
section through a carefully designed flow conditioning 
arrangement. The jet flow eventually turns upwards 
and is removed from the top of the test section along 
with the upward flowing colder fluid. The flow can be 
considered as a confined two-dimensional buoyant 
plane wall jet. The width of the test section is 15 times 
that of the wall jet gap and the aspect ratio of the test 
section is 4:1. Figure 2 shows a schematic diagram of 
the flow loop. The heating and cooling systems have 
been designed with a capacity to deliver and remove a 
maximum power of 108kW. This enables experiments 
to be made covering values of Froude number as low 
as 30 while the Reynolds number based on the jet gap 
and jet velocity can be varied between 3000 and 10000. 
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Figure 3 shows details of the instrumentation. The 
temperature distribution on the wall down which the jet 
flows is measured using 11 fixed thermocouples. The 
temperature distribution within the entire flow field is 
measured using a traversable thermocouple rake having 
21, fast response, thermocouples (wire diameter 0.076 
mm) mounted on it. The thermocouple signals are 
connected to a 60 channel computer controlled 
scanning system connected to a Solartron DVM 
system. The data from the DVM are transferred to a 
PC for further processing to obtain mean and 
fluctuating components of temperature. The computer 
controlled data acquisition system is also used to 
measure the electrical power delivered to the heaters 
and the flow rates of both the jet and ascending fluid. 

Figure 3(b) shows sketches of the optical 
arrangement for the Particle Image Velocimetry (PIV) 
which is being used for whole velocity field 
measurement. A 4 Watt Argon-ion laser provides the 
light source. The laser beam is brought to the side of 
the test section (about 2 metres away from it) using a 
mirror and lens arrangement, where it is split into a 
sheet, about 600mm wide and 1.5mm thick, using a 
cylindrical glass rod. A rotating disk placed before the 
rod chops the light into pulses. Two image recording 
methods are available in the present arrangement, one 
involving a CCD camera and one a film camera. In the 
first arrangement, a camera of resolution of 752 (H) x 
582 (V) is connected to an image grabber card installed 
on the PC, which is used for data processing and 
storage. This enables Digital Particle Image 
Velocimetry (DPIV) measurements to be made. Due 
to the limitation of the resolution of the CCD camera, 
the maximum view area for DPIV measurement is only 
about 100x80mm2, whereas the area of interest in the 
flow field is much larger, typically, 300x800mm2. 
Consequently, in the present investigation, the DPIV 
arrangement is currently being mainly used for 
monitoring purposes. The second recording method 
involves the use of a Nikon film camera and a Nikon 
35mm film Scanner (Coolscan II). The scanner has a 
maximum resolution of 106 pixels per millimeter. 
When an area of flow of 600x300mm2 is covered per 
frame, this gives a resolution of 0.16 mm physical 
distance per pixel. 

Figure 3(c) shows a two-color, two-component, 
fibre optic Laser Doppler Anemometry (LDA) system, 
incorporating two Burst Spectrum Analysers, which is 
available with the test facility. This will be used to 
make measurements of instantaneous local velocity 
from which information about the turbulence (second 
and higher moments) can be obtained. 

5 RESULTS AND DISCUSSION 

5.1 Computational results 

Figure 4 shows velocity, turbulence and temperature 
distributions, from pre-test simulations made using the 

computer code FEAT. Results are presented for two 
typical cases (a buoyancy-free flow and a buoyancy- 
influenced flow). These computations were performed 
to help with the planning of the experiments. The 
results exhibit some interesting features. It can be seen 
that both the penetration and the lateral spread of the 
jet are predicted to be significantly reduced in the 
buoyant flow case. The velocity gradients in both the 
mixing layer and the near-wall region are greater in 
this case and the flow above the jet is shifted laterally 
to the right, which results in a region of considerable 
streamline curvature being produced. The turbulence 
kinetic energy levels are quite different in the two 
cases, the contours providing pictures which again 
illustrate the reduction in penetration and lateral spread 
in the buoyancy-influenced case. The values are more 
than 30% higher for the buoyant jet case because 
additional turbulence is generated in the mixing region. 
The temperature field is greatly altered as well. A 
feature which is evident in both the non-buoyant and 
buoyant cases is that, the temperature variation is 
highly concentrated in the flow stagnation region. 

5.2 The instantaneous flow structure 

5.2.1 Flow visualization 

The PIV arrangement described earlier has been used 
for flow visualization. For such studies the chopper is 
removed. By suitably choosing the shutter speed of the 
camera, the trace of the seeding particles can provide a 
good indication of the instantaneous flow pattern. 
Pictures have been obtained for both the isothermal jet 
flow and buoyant jet flow cases at various values of 
Froude number. 

The results indicate that the flow is highly unsteady 
under isothermal flow conditions. The instantaneous 
flow patterns obtained vary significantly and are in 
general very different from the mean flow pattern 
predicted by the computer simulation. The main 
stream flow , usually a distorted pattern of that from 
the simulation, can normally be identified, but the 
exact shape changes constantly. The penetration of the 
jet varies by as much as a quarter. Large scales 
vortices can be seen to be superimposed on the 'main 
flow structure' and they sometimes penetrate much 
further down than the main structure does. 

The influence of buoyancy on flow structure has 
been clearly demonstrated by the flow visualisation 
studies. Jet penetration is found to be reduced in the 
buoyant jet cases when the Froude number is moderate 
(<80). The lateral spread of the jet is also reduced. 
These trends are clearly consistent in qualitative terms 
with those exhibited by the CFD simulations. An 
interesting observation, concerning the influence of the 
buoyancy, is that the flow is much more stable in the 
buoyant jet case than in the isothermal one. The main 
flow pattern is much better defined and the 
superimposed random vortices are much less 
frequently seen.   The reason appears to be that the 
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relatively dense ascending flow prevents the lighter hot 
jet from interacting freely with it and therefore keeps 
the two streams rather separate. Temperature 
measurements presented later seem to support this 
view. 

5.2.2 Preliminary results from PIV measurements 

Figure 5 shows velocity vector plots for two different 
times for an isothermal jet flow (Re=3000) obtained 
using PIV with the film camera. Both auto-correlation 
and particle tracking schemes are used in order to 
extract velocity vectors from the quadruply exposed 
films. 

The flow structure shown in the velocity vector 
plots is very typical. In frame A, the jet main steam 
flow penetrates fairly deep down but much less deep in 
Frame B. In both cases, large scale vortices can be 
seen in places. Both are clearly very different from the 
mean flow field yield by the computer simulations. 

5.3 Mean temperature field 

Local fluid temperature was measured using the 
traversable rake of twenty-one equally spaced 
thermocouple junctions, which were arranged 
horizontally 12.5 mm apart. The rake was traversed 
vertically to cover the whole flow field. Measurements 
were made every 100mm in the region where the 
temperature gradients were small and every 10mm 
where they were large. A summary of the 
experimental conditions is shown in Table 1. 

Figures 6(a) and 6(b) show temperature contours 
for two typical cases one with strong buoyancy 
influence and one with a much reduced influence. 
Measurements obtained using the fixed thermocouples 
were combined with those obtained using the 
traversable rake in order to produce temperature 
contours over the whole flow field. It can be seen from 
the figures that the jet penetrated much deeper into the 
ascending counter-current flow in the case of larger 
Froude number (smaller buoyancy effect). It is also 
interesting to note that the area of relatively large 
temperature gradient spreads more widely in the case 
of smaller buoyancy influence. When such influences 
are strong, such as for the case shown in Figure 6(b), 
temperature falls quickly within a very limited region 
at the frontier of the jet. 

As mentioned earlier in this paper, the flow is very 
unsteady for the case of isothermal or flow with small 
buoyancy influence. The frontier of the jet oscillates 
over a fairly large region and large scale vortices 
appear frequently and penetrate further downwards. 
These features combine to help the energy transfer 
process in the region and result in a rather smoothed 
temperature variation over a relatively larger region. 
When the influence of buoyancy is strong, the flow is 
stabilised and the jet frontier maintains a relatively 
steady level.    The convection effect through large 

vortices disappears and the primary mixing of the two 
streams is restricted to a smaller region. 

Figure 7 shows the temperature distribution along 
the wall down which the jet flows. The temperature 
difference Tw-Tc has been normalised using the 
temperature difference Th-Tc between the hot jet flow 
and the cooler incoming ascending flow. The trend is 
clear. The smaller the Froude number, the more 
sharply the temperature falls. It is however of interest 
to see that the temperature variation is similar in all 
cases before this sharp fall occurs. This could imply 
that the early development of the jet is not much 
influenced by the buoyancy even when such effect is 
strong. 

Figure 8 shows the variation of normalised jet 
penetration distance with the Froude number. The 
penetration distance is arbitrarily defined here as the 
distance between the jet exit location and the one 
where the maximum excess temperature (T-Tc)/(Th-Tc) 
is less than 2 %. Also shown in the figure is the curve 
calculated using the correlation obtained by Goldman 
and Jaluria (1). The normalised penetration clearly 
increases with Froude number in both cases but the 
absolute value is very different. In this connection it 
should be noted that both the jet considered in the 
present study and that considered by Goldman and 
Jaluria were in a confined space but the geometries 
were different. Some effect of the particular 
configuration on the penetration distance is to be 
expected. 

5.4 The instantaneous temperature 

The time variation of the instantaneous temperature of 
the fluid at several vertical locations (for the horizontal 
location x=241mm) with a Froude number 84 is shown 
in Figure 9. It can be seen from the figure that the time 
variation of the instantaneous temperature is very 
different   at the various levels.    It is instructive to 
compare this figure with the temperature contour plot 
shown in Figure 6(a).   At level y= 100mm, the fluid 
from the two steams (hot jet and ascending flows) are 
clearly well mixed and the time variation of the 
temperature is typical of what one might encounter in a 
turbulent flow.    The amplitude of the variations of 
temperature at the next three levels is very violent and 
the patterns differ markedly. The temperature switches 
between two levels, one close to the temperature of the 
hot jet and one to that of the colder ascending flow. 
The percentage of time which the temperature stays at 
the higher level is greater at a higher level O=500mm) 
and less at a lower level (y=640mm).   Consequently, 
the mean temperature shown in Figure 6(a) is just a 
nominal value. In reality, the fluid does not actually 
take such a value at all.    In this region, the wall 
adjacent to the jet is subjected to large variations of 
temperature.   This could lead to large fluctuations of 
thermal stress.   The temperature variations discussed 
above are consistent with the observations made earlier 
on the basis of the flow visualisation studies - it is 
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apparent that the frontier of the jet flow oscillates over 
a relatively large region. At a fixed location, one feels 
the jet intermittently reaching it. At level >>=700mm or 
lower, the temperature of the fluid is basically equal to 
the temperature of the incoming ascending flow with 
very small fluctuations. 

Figure 10 shows plots of the histograms of the 
variation of fluid temperature at various vertical and 
horizontal locations. The histogram distribution 
concentrates to a single value at y= 100mm and it 
remains much the same at y=300mm but spreads 
slightly out. Further down from the exit of the jet, the 
distribution spreads significantly and a second peak 
appears. This is centred at the temperature of the 
colder ascending flow and is very concentrated, which 
reflects the fact that ascending flow is a rather slow 
laminar flow. 

Figure 11 shows the intermittence of jet fluid arrival 
at certain location for two typical flow situations. This 
was calculated by adding up the area under the 
histogram above a certain temperature, which was 
chosen to distinguish between the two streams. For the 
case shown in Figure 10, for example, 26 was chosen 
as the dividing temperature. Figure 11(a) shows the 
vertical variations of the intermittence at several x 
locations for the higher Froude number condition. It 
can be seen that in this case the vertical variations of 
intermittence are similar at the various x locations. It 
takes a distance of 200mm for the intermittence to 
reduce from 90% to 10%, which indicates a large 
spread of the mixing region. For the case with a 
smaller Froude number (Figure 11(b)), the vertical 
variation of intermittence is very different at various x 
locations. It remains very near to unity up to about 
y=300 in the region near to the jet (small x), after 
which it reduces quickly to nearly zero within a 
distance of about 100mm. This confirms what was 
noted earlier that the jet flow with small Froude 
number has a much smaller mixing region. It can be 
seen that the intermittence starts to reduce immediately 
below the jet level for locations further away from the 
jet (larger x) and that the variation is rather slow. This 
indicates that the jet flow is restricted laterally near to 
the jet exit. This can also be seen from the contour plot 
of the mean temperature shown in Figure 6(b). 

Figure 12 shows the root mean square temperature 
fluctuations t' for the case of high and low Froude 
number respectively. The variation of t' is similar at 
different x locations for the case of the higher Froude 
number. It is fairly uniform and takes values around 
unity in the region of high intermittence but remains 
low in the region of low intermittence. It can be seen 
from Figure 12(b) that for the case of low Froude 
number the RMS temperature fluctuation peaks in a 
relatively small mixing region. Beyond this region it is 
similar to that in the case of higher Froude number, 
although the temperature difference in the flow region 
is much higher in this case. This again suggests that 
the mixing process is restricted to a more localised 
region in the case of lower Froude number. 

6 CONCLUDING REMARKS 

A detailed program of generic thermal convection 
studies has been initiated at Manchester to produce 
detailed measurements of velocity, turbulence and 
temperature in buoyancy opposed turbulent wall jet 
flow in water. A large scale experimental facility has 
been constructed and equipped with advanced 
instrumentation for Particle Image Velocimetry (PIV), 
Laser Doppler Anemometer and measurement of the 
whole temperature field. Some initial results for a 
buoyancy-opposed vertical turbulent wall jet flow are 
reported. 

Both flow visualisation studies and the 
thermocouple measurements of the temperature field 
show that the wall jet flow is highly unsteady. The 
instantaneous flow structure is very different from that 
indicated by the mean flow pattern yielded by CFD 
simulations. The frontier of the jet oscillates over a 
large region and this contributes significantly to the 
mixing of the hot jet flow and the ascending colder 
flow. The fluid temperature in the mixing region 
oscillates between the temperature of the hot jet flow 
and the colder ascending flow. Therefore, in practice 
thermal stresses on the wall in the jet mixing region 
may be an important issue. The effect of the buoyancy 
is to restrict the penetration of the jet. It also has the 
effect of stabilising it. Further detailed study on the 
flow field is needed in order to understand such flows 
more fully. 
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NOMENCLATURE 

D          jet width 
Fr         Froude number 
g          gravitational acceleration 
M         momentum flux 
Re        Reynolds number based on the mean velocity 
at the jet exit and the jet width 
T          temperature 
x          horizontal co-ordinate 
y          vertical co-ordinate 
U         mean velocity 
W         weight deficit 

Greek symbols 

p          density 

Subscripts 

o          jet exit 
a          ambient 
c          colder fluid (ascending flow) 
h           hot fluid (at jet exit) 
w          wall 

Table 1. Experimental conditions 

Test      Re       Power (kW)     Fr Jet mass flow 
rate (kg/s) 

Flow rate of the Th-Tc('C) 

A 3000 36 84 3.6 4 4 
B 3000 72 42 3.6 4 7.4 
C 3000 100 30 3.6 4 10.8 
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ABSTRACT 
A Rayleigh-Benard convection experiment has been carried out by using He at low temperature. He properties in the 
region around its critical point (TC{EIT90} = 5.1953 K, Pc = 2.275 bars), together with accurate calorimetric techniques, 
especially a thermocouple designed to measure temperature difference as low as 20 (XK, and local probes allow a study of 
convection ; the heat transfer as well as the characteristic flow behaviour over the cell, are analysed through the turbulent 
convection range (from Ra = 2 107 up to Ra = 2 1014). Above Ra -101' a new regime is observed where the heat transfer 
is enhanced by a turbulent rather than a molecular diffusion near the walls. This regime corresponds closely to the 
ultimate regime predicted by R. Kraichnan (1). 

1 INTRODUCTION 

Rayleigh-Benard convection consists of a fluid (4He in 
the present work) in a closed cell of height h, submitted to 
a vertical density gradient destabilizing the fluid in the 
gravity field g. By heating the isothermal bottom surface 
with a power per unit area q and by cooling the top one at 
the same rate, a temperature difference along the cell, AT, 
sets up and induces the vertical density gradient. The 
experimental set up is described in the following para- 
graph. As mentionned above the Rayleigh number is the 
main dimensionless control parameter (Ra = gh3ocAT/vK, 
a is the He thermal expansivity, v the kinematic viscosity 
and K the thermal diffusivity). An other dimensionless 
control parameter which may play a role is the Prandtl 
number (Pr = V/K), only fluid dependent. 

In relation with these numbers, the heat transfer 
or the Nusselt number (Nu = qh/(^.AT), X is the He 
thermal conductivity), a characteristic Reynolds number 
of the convective flow in the central region (Re = vh/v 
where v is a characteristic velocity of He flow) and the 
friction coefficient on the cell walls have been studied. 
The results are presented in the third paragraph. 

2 EXPERIMENTAL SET UP (2) 

2.1 Calorimetric measurements 

He in the gaseous phase at low temperature (from 2 K to 
8 K) and near its critical point (TC{EIT90} = 5.1953 K, 
Pc = 2.275 bars) is mostly used as the working one phase 
fluid. Thanks to its particular properties it allows to obtain 
a large Ra range (more than 11 decades) and the highest 
Ra in a laboratory experiment (up to 2 10 under 
Boussinesq conditions). Indeed as the critical point is 
approached He exibits increasingly low values of 
molecular transport coefficients especially the thermal 

diffusivity (down to 0 theorically); as a result Ra grows 
up. Pr may also increases from its value of 0.7 far from 
the critical point. It must be emphasised that He is a well 
documented fluid in these pressure and temperature 
ranges (3). 

He is closed in a cylindrical cell of 20 cm height 
and 10 cm diameter (see fig. 1). Vertical walls are made 
of a 0.8 mm thin stainless tube allowing a reduced heat 
leak through (the corresponding thermal conductance is 
250 (xW/K at 4 K which is worth half the He gas one at 
rest). Copper plates ensure isothermal conditions at each 
end of the cylinder. The overall heating power applied by 
Joule effect on the bottom plate of about 80 cm2 surface 
area, ranges from 100 nW up to 1 W measured with a 
0.2% precision. The cooling at the top plate is allowed by 
the liquid He bath surrounding the whole apparatus, 
through the copper rod. Heat leak through the space 
between the bottom plate and the calorimeter is prevented 
by high vacuum (about 10"6 torr); the corresponding 
thermal conductance is about 0.8 U.W/K. The induced AT 
along the cell is measured by a 20 (iK resolution 
thermocouple from 1 mK up to 2.5 K with a 1% 
uncertainty. 

By comparison with previous works using He (3) 
the main originalities of our work are : 
— the use of the neighbourhood of the critical point to 
obtain the highest Ra values. 
— the AT measurement by a thermocouple instead of two 
thermometers. Thanks to this accurate device, the thermal 
adiabatic gradient due to the hydrostatic pressure gradient 
along the cell height, has been observed and measured 
(0.4 mK for dilute He gas, 0.75 mK in the critical region). 

The experimental procedure is as follows : 
— The temperature of the whole appliance is lowered 
from the room temperature down to around 4 K where the 
appliance remains for a few months session. During the 
temperature decrease a high vacuum is obtained in the 
calorimeter firstly by pumping and then, after closing the 
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jacket at the nitrogen temperature by cryopumping. The 
calorimeter remains sealed for the entire session. 
— The cell is filled up with different densities during the 
session. The He average density d runs from a few g/m 
up to 135 kg/m  as well as close to the critical value : 69.6 
kg/m . d is measured with a 0.7% precision. 
— The mean absolute temperature T in the cell is fixed 
within a 0.1 mK stability and measured with a 2 mK 
absolute accuracy against the International Temperature 
Scale of 1990. 
— For each fixed d and T, AT may vary from 1 mK up to 
5 K by changing the heating power. 

From the measurement of all the thermodyna- 
mical variables and the He properties fitting equations the 
dimensionless numbers are deduced, in particular Ra, Nu 
and Pr. 

These accurate calorimetric measurements allow 
us to determine Nu with a 2 % uncertainty and Ra with a 
5 % uncertainty far from the critical point. The 
uncertainties mainly come from the precision on the He 
properties calculated via T and d. They increase to ~ 5 % 
for Nu and - 10 % for Ra as He approaches the critical 
point. Pr uncertainty matches roughtly the Ra one. 

Liquid He bath 

Copper rod 

Pumping line 

The two thermometers 
for local measurements 

Vacuumjacket 
(Calorimeter) 

Bottom plate 

1Z2 OFHCCu 

L I Stainless steel 

~k  Heater 

♦ Thermometer 

Figure 1 sketch of experimental set up 

A few hundreds of points were performed; they 
are presented in the diagram of fig. 2. 

2.2 Local measurements 

Besides the calorimetric measurements some 
local temperature measurements were performed thanks 
to two semiconductor thermometers (4) of 200 |im size 
and 2 mm vertically apart, located in the cell at half 
height and half way between the centre and the wall. At 
each fixed experimental condition (and so Ra and Pr), 
temperature time series of 3 million points are recorded 
from each thermometer with a 14 bits accuracy. The 
acquisition and the data storage may take until a day in 
duration. About 35 records were carried out covering the 
Ra range from Ra = 107 up to Ra = 2 1014. 

3 RESULTS 

Our study focuses on the convection at high 
Rayleigh numbers (from Ra = 2 107 up to Ra = 2 1014•). 
Two kinds of studies were performed (5): 

- from the calorimetric measurements and the 
physical quantities relevant for convection, the character- 
istic dimensionless numbers of the convection are calcul- 
ated : Ra, Nu, Pr. Experimental points are plotted on the 
NuRa diagram (fig. 2 at the paper end ). 

- from the two local detectors the cross spectrum 
of the two time series is calculated. The phase evidences a 
characteristic time related to the time lag of thermal cohe- 
rent structures between the thermometers. Hence a velo- 
city v of the flow in the cell is deduced and accordingly a 
characteristic Reynolds number, Re. 

3.1 Results about Nu 

With the same cell and by changing only the He density 
the Nu Ra curve (fig. 2) runs from the conductive regime 
(Nu equals 1 by definition) up to Nu = 5000 at Ra = 2 
1014 (under Boussinesq conditions). Below Ra=2 107 

and above the convective threshold the fluid motions 
undergo different convective stages from laminar and 
regular roll to fully turbulent flows far from the walls. 
Transition between these stages are reflected on the Nu 
Ra curve (6). Above Ra = 2 107 a new behaviour settles. 

On the Nu Ra diagram is superimposed a theore- 
tical 2/7 power law which fits well the experimental 
points from Ra = 2 107 up to about Ra = 1011. This 
behaviour has been already noticed in previous works (for 
instance (6)) but does not match the theorical predictions 
(1) which support a one third law in this Ra range. 

The most striking feature is the departure above 
Ra -10" from this 2/7 regime. This departure had never 
been observed before. The new trend is characterized by a 
more efficient heat transfer. Indeed a power law may fit 
the new regime of the NuRa points with a 0.38 exponent 
from Ra = 3 101 > up to Ra = 9 1013. 

On the fig. 2, the experimental uncertainties are 
roughly half the symbol size. So the points scattering 
corresponds to a real effect of convection : the Nu 
dependence on Pr. Indeed Pr does not remain constant 
above Ra = 1010. Pr values as high as 30 have been 
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reached in our experimental limit. As a consequence 
special care must be taken into account when studying the 
Nu Ra curve. Thus the 0.38 exponent of the new regime 
power law was determined at nearly constant Pr fixed at 
2.5. Likewise it must be emphasized that the transition 
from the 2/7 regime occurs also with liquid He (135 
kg/m3) where Pr remains fixed at 0.7 up to Ra « 6 1012. 
As a counterpart this experimental phenomenon allows us 
to study the Pr influence for the high Pr values. In the 
ultimate regime a weak increase of Nu with Pr is noticed 
(about 20% as Pr rises by a factor 5). 

3.2 Results about local measurements 

3.2.1 Determination of a characteristic Re 

On fig. 3 (corresponding to Re = 1012 and Pr = 0.6) is 
shown the characteristic feature of the cross correlation 
spectrum phase between temperature signals, obtained 
from the two close detectors inside the cell ; the phase 
turns by 180° from 0° as the frequency is increased. The 
frequency for which phase passes 90° determines a 
characteristic time ; it corresponds to the characteristic 
time lag for a coherent thermal structure to go from one 
detector to another. Using the distance between the two 
detectors (2.3 mm) we get a characteristic velocity of He 
flow in the cell. With the height h and the viscosiy v a 
characteristic Reynolds number is built up. 

3.2.2 Results about Re 

With Re, deduced from local measurements, the flow 
behaviour can be studied in relation with Ra like for the 
heat transfer. On fig. 4, the Reynolds number is plotted 
versus Ra from Ra = 107 up to Ra = 2 1014. Pr is taken 
into account by assuming a power law. Its exponent is 
empirically determined by reducing the points scattering. 
On the diagram, the points are well fitted by a power law 
over the entire range : no change is noticed around 
Ra = 1011. That means the flow in the central region of 
the cell, since detectors are located in this area, does not 
experiment noticeable modification and can not explain 
the Nu Ra curve behaviour. 

3.2.3 Results on the wall friction coefficient 

The behaviour of the flow near the wall can be studied 
with help of the quantity Cf = NuRa/Re3Pr2. NuRa 
corresponds rigourously to the adimensionned viscous 
dissipation over the cell volume ; assuming that the 
dissipation in the central region, due to the friction 
between the thermal coherent stuctures, is negligible, Cf 
is equal to the friction coefficient of the large scale flow 
over the cell walls. Cf is plotted versus Ra on the fig. 2. 
Its behaviour looks like closely the friction coefficient of 
a extern flow over a smooth plate. The change in the 
curve for Re ~ 104 can be interpretated as a laminar 
turbulent transition of the velocity boundary layer near 
the wall. This transition coincides with that observed in 
the Nu versus Ra curve at Ra =10". The laminar boudary 
layer would correspond to the 2/7 regime while the 
turbulent boundary layer matches the new regime. Pr 
influence here is not noticeable. 

3.2.4 Prandtl dependence 

Following Kraichnan (1), assuming a passive convective 
heat transport across the turbulent boundary layer, the 
Nusselt and Reynolds numbers are related to the friction 
velocity Reynolds number Re* through (7): 

and 
Re. 

PrRe*/Nu ° 
: Re* In Re* 
(In Re* + f(Pr)). 

Figure 6 shows the observed dependence of 
PrRe*/Nu versus Pr, suggesting that the right hand side of 
the above relation is dominated by the second term. A 
power law fit gives an exponent 0.41 close to but lower 
than the 0.5 proposed by Kraichnan. Anyway it should 
indicate that the thermal boundary layer is inside the 
velocity one. 

4 CONCLUSION 

The new regime we observe above Ra ~ 10" is then 
characterized by a more efficient heat transfer and by a 
viscous turbulent dissipation near the wall. These two 
features are characteristic of the ultimate regime of 
convection predicted by R. Kraichnan in 1962 (1); in this 
theoretical regime the heat transfer near the wall, and so 
the whole transfer along the cell, is no longer controlled 
by diffusive transport but by large turbulent eddies 
coming from the buoyant convection. 

Even if the transition happens for much lower 
values than thoses predicted by R. Kraichnan (Ra = 1024) 
we are confident for our observation of the ultimate 
regime. Thus one is able to predict situations correspond- 
ing at higer Ra values by extrapolation of the newly 
observed regime. 
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TRANSIENT ANALYSIS OF RAYLEIGH-BENARD CONVECTION OVER FLAT AND 
WAVY WALLS WITH A RANS MODEL 
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Faculty of Applied Physics, Delft University of Technology 
Lorentzweg 1., P.O. Box 5046, 2600 GA, Delft, The Netherlands 

Abstract 
Rayleigh-Benard (RB) convection at high Rayleigh numbers with a plane and wavy bottom wall was studied by Transient 
Reynolds-Averaged-Navier-Stokes (TRANS) approach. The aim of the study was to assess the RANS in reproducing 
coherent structure and large-scale unsteadiness in buoyancy-driven turbulent flows, which are commonly regarded as 
intractable to single-point closures. The method can be regarded as a hybrid of the Large Eddy Simulation (LES) and the 
standard RANS, ('Very Large Eddy Simulation', VLES). Based on experimental and DNS evidence that RB convection 
consists of large amplitude cellular motion and turbulent fluctuations of much smaller scales, the instantaneous flow 
properties are decomposed into time-mean, periodic and random (triple decomposition). A conventional single-point 
closure (here an algebraic low-Re-number k-e-62 stress/flux model), used for the unresolved motion, reproduces well 
the near-wall turbulent heat flux and wall heat transfer. The large scale motion, believed to be the major mode of heat and 
momentum transfer in the bulk central region, is fully resolved by time solutions. In contrast to LES, the contribution of 
both modes to the turbulent fluctuations are of the same order of magnitude. In the horizontal wall boundary layers the 
model accounts almost fully for the turbulence statistics, with a marginal contribution of resolved scales. The approach 
was assessed by comparison with the Direct Numerical Simulations (DNS) and experimental data using several criteria: 
visual observation of the large structure morphology, different structure identification techniques, and long-term averaged 
mean flow and turbulence properties. A visible similarity with large structures in DNS was observed. The mean flow 
variables, second-moments and wall heat transfer show good agreement with most DNS and experimental results for 
different flow cases considered. 

1. Introduction 

Experiments and Direct Numerical Simulations (DNS) 
show that Rayleigh-Benard convection is characterised 
by large-scale coherent vortical structure. Its origin is 
in plumes and thermals that rise from the outer edge of 
the boundary layer at heated surface (updrafts) and sink 
downward from the upper cold boundary (downdrafts). 
This large cellular structure (convection cells), found also 
in other convective layers heated from below, is regarded 
as the major heat and momentum carrier both in lami- 
nar and turbulent flows in the bulk of the central region. 
The rise and detachment of plumes (as well as their im- 
pingement on the opposing surface) cause horizontal mo- 
tion in the wall boundary layer, e.g. experiments of Chu 
and Goldstein (6), DNS of Cortese and Balachandar (8). 
This motion is ultimately responsible for the wall heat 
transfer, as well as for the buoyancy, Siggia(28). The lat- 
ter, in turn, sustains the small-scale buoyant updraft at 
the edge of the boundary layer, which coalesce into large 
scale plumes. The morphology of this large structure dif- 
fers in laminar and turbulent regimes and, particularly in 
the latter case, depends on the Rayleigh number (Ra). In 
laminar regime the cells have a regular pattern with fixed 
locations of thermal release. This regularity disappears 
with an increase in Ra number when the large structure 
becomes unsteady and more disorderly, with more persis- 
tent horizontal movement. An interesting question (par- 

ticularly for statistical modelling) is whether this struc- 
ture in turbulent regime can still be regarded as a form of 
mean motion (with inherent unsteadiness), or it evolves 
at certain Ra number fully into turbulence (smooth spec- 
trum and PDF) while retaining some coherence related 
to the flow geometry, (vertical dimension) and boundary 
conditions. Both, the experiments and DNS indicate that 
despite disorder, large coherent structure can be identi- 
fied even at very high Ra numbers. Recent DNS by Kerr 
(18) in the range of Ra numbers close to hard turbu- 
lence regime (J?o<2xl07) show that the large structure 
governs the apparent chaotic behaviour of turbulent RB 
convection. Beyond this value of Ra number DNS are 
not available and very little is known about the structure. 
Regularity and periodicity (except for fundamental mode 
with wave length associated with the flow height) have 
not yet been detected with any certainty. However, sev- 
eral sets of DNS results for low and moderate Ra num- 
bers throw more light on the morphology of RB con- 
vection. For example, Cortese and Balachandar (8) de- 
tected finger-like regions with intense spiralling updrafts 
extending in vertical direction. The origin of vorticity is 
regarded to be in horizontal flow induced by large scale 
motion towards irregularly spaced updrafts (or away from 
irregularly spaced stagnation points), which is tilted and 
stretched by buoyancy in vertical direction, producing 
spiral structures. Chu and Goldstein (6) found that the 
thermals are released at relatively fixed sites, but this was 
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probably due to a small aspect ratio, combined with a rel- 
atively low Ra number considered. Theertan and Arak- 
eri (30) detected experimentally planform structure with 
line plumes in between which for i?o=106 to 107 travel 
almost the complete distance between the plates (in fact 
between the outer edges of boundary layers). Cortese and 
Balachadar (8) distinguish between the extensive plumes 
for lower Ra numbers and abruptly detached at higher 
Ra. Another evidence of distinct scales was found by 
Chu and Goldstein (6) when analysing the temperature 
fluctuation. They argued that the temperature fluctuation 
at moderate Ra numbers reaches its maximum at the edge 
of the boundary layer where the thermals are released. 
They also found that this fluctuation is characterised by 
the alternating periods of large-amplitudes thermal re- 
lease and small amplitude fluctuation (attributed to tur- 
bulence). Both findings were later confirmed by DNS. 

This brief qualitative overview provides a sufficient ev- 
idence of two distinct scales of motion: large amplitudes 
associated with plumes, thermals and convective cells, 
and the turbulence generated mainly in the wall boundary 
layer and carried away by the large scale structure. What- 
ever the nature of the large structure may be, it seems 
clear that its scale is well separated from the rest of tur- 
bulence, (which, depending on Ra number, may posses 
a complete spectrum of turbulence scales). This feature 
renders RB convection (and other turbulent flows with 
dominant large structure), suitable to single-point turbu- 
lence closures in unsteady (transient) computation. By 
fully resolving the large scale convective structure and as- 
sociated momentum and heat transport (regarded as par- 
ticularly difficult to model with single-point closures), a 
simple eddy-diffusivity- or algebraic closure can be used 
to model the unresolved motion. The only requirement 
is that the model is capable of reproducing well the near 
wall statistical properties, the wall shear and heat transfer. 
This is the main difference as compared with LES. The 
other difference is that the model accounts almost fully 
for the turbulence statistics in the near-wall region. This 
imposes a stricter requirement on the model of the unre- 
solved motion as compared with a subgrid-scale model 
(SSG) in LES. However, a number of such models have 
been shown to satisfy these requirements, at least in sim- 
ple wall parallel buoyancy driven flows. TRANS brings 
also a substantial computational advantage. The time step 
can be larger, allowing implicit time marching, the nu- 
merical mesh away from a solid boundary does not need 
to be very fine, and a good statistics can be obtained with 
a relatively small number of realisations. The problem of 
defining inflow conditions at open boundaries is less re- 
strictive. The method can be applied for much higher Ra 
numbers than it is possible with LES and can, therefore, 
be used for computation of complex flows of practical 
relevance. 

This paper presents some results of application of 
the TRANS approach with an algebraic turbulence clo- 
sure model to the computation of RB convection with 
a plane and a wavy bottom wall at high Ra numbers. 
The turbulence model includes the low-Re-number and 

wall proximity effects allowing integration up to the wall. 
The computed wall heat transfer, mean flow properties 
and second-moments are compared with available ex- 
perimental data, DNS, as well as with results of two- 
dimensional steady RANS calculations. The transient re- 
alisations are analysed using the criteria from the critical 
point theory for the identification of the coherent struc- 
ture, its spatial organisation and its role in RB convection 
at high Rayleigh numbers. 

2. Governing equations, model and numeri- 
cal method 

The momentum and energy equation for the instanta- 
neous motion can be written as 

m 
dt 

dt 
dt 

d       dUi     - - \ 

^[Vdi-UiUj)+ß9i{T-T-m 

d 
dxj \   dxj a^--m (2) 

By decomposing any instantaneous fluid property at a 
point $(xj,i) into time-mean $(XJ), periodic $(z,,£) 
and random (j>(x{, t), i.e. 

$(xi,t) = ¥(xi) + §{xut) + <t>(xht) 

and performing a long-term time averaging at a point in 
space, with the assumption that due to a large spectral 
gap in between, the periodic and random motion are not 
directly interacting, the long-term averaged energy equa- 
tion reduces to 

— (a 
dxj \ dxi 

- TUj - ffjj - 6UJ   = 0 (3) 

The first three terms are supplied from TRANS and the 
last term from the single-point model. Further averaging 
over homogeneous (horizontal) planes yields the expres- 
sion for the total heat flux in vertical direction (z) 

a— -TW-G^=^ = const 
oz pcp 

(4) 

The contribution of the unresolved motion to the heat 
flux -OUJ is modelled by a 'reduced' algebraic flux/stress 
model, Dol et al.{9), derived from the modelled differen- 
tial transport equation for 0m by assuming weak equilib- 
rium but retaining all major flux production terms: 

^=-c-£(^J§: + ^^ + vß9^)    (5) 

The stresses are also supplied from similar algebraic trun- 
cation of the full transport equations. The algebraic ex- 
pressions are closed by solving the transport equations 
(modified for low-Re-number and near-wall effects) for 
the turbulence kinetic energy A;, its dissipation rate e and 
for temperature variance 62, resulting in a three-equation 
model k-e-62. This model was earlier applied to steady 
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RANS computation of a variety of buoyancy driven flows 
and was found to reproduce well the major mean flow 
properties, turbulent and wall heat flux in most of the 
cases considered, Hanjalic (14), Kenjeres and Hanjalic 
(20), Dol et ö/.(9). It is noted, that the second moment 
statistics is obtained as a sum of resolved and unresolved 
(modelled) contributions, as follows from the long-term 
averaging i.e. for variables $ and \P 

$$ _ $$ = $$ + ^ (6) 

Unlike in LES, both contributions are usually of the same 
order of magnitude and close to a wall the unresolved part 
is often larger, as is the case of the turbulent heat flux and 
temperature variance (see later). 

Numerical simulation were performed by a fully vec- 
torised version of finite volume Navier-Stokes solver for 
three-dimensional flows in structured non-orthogonal ge- 
ometries, with Cartesian vector and tensor components 
and collocated variable arrangement. The SIMPLE algo- 
rithm was used for the treatment of the pressure-velocity 
coupling. The second order accurate central difference 
scheme (CDS) was applied for discretisation of diffusive 
terms and second order linear-upwind scheme (LUDS) 
for convective terms. The time marching is performed 
by fully implicit second order three-time-level method 
which allows larger time steps to be used, in view of the 
fact that only large scales are being resolved. Typical 
computations covered 150—300 nondimensionall time 
units r* =ry/ßgATH/H which correspond roughly to 
10-20 convective time scales based on convective veloc- 
ity and characteristic cell circumference, Kerr (18). 

3. Long-term averaged properties 

In order to compare the adopted approach with DNS and 
LES data and with results of the earlier steady 2D RANS 
computations, a series of time-dependent simulations of 
Rayleigh-Benard convection were performed. Consid- 
ered were two different configurations and two values 
of Ra number: (a) the case with a horizontal flat wall 
at Ra=107, for which two different aspect ratios were 
considered (4:4:1 and 8:8:1) with the grid of 623 and 
1222x62 CV respectively, and i?o=109 with (4:4:1 as- 
pect ratio and grid size of 823 CV), and (b) the case with a 
wavy horizontal wall, with the wavelength X=H and the 
wave amplitude 5=0.Iff with aspect ratio (4:4:1), (grid 
size 102x823CV), Fig. 1. 

For the lower Rayleigh number considered the con- 
figurations were chosen to correspond closely to those 
for which DNS were previously performed by Grötzbach 
(12), Cortese and Balachandar (8), Wörner (31), Kerr 
(18). The LES reported by Eidson (10) and Wong and 
Lilly (32) were also performed for similar situations and 
Ra numbers. The larger value of Ra number (109) was 
chosen in order to demonstrate applicability of TRANS in 
range of high Ra numbers where the application of DNS 
techniques will require an enormous amount of compu- 
tational resources, as shown by Grötzbach (13) and Kerr 

(18). On the other hand, the configuration with a wavy 
horizontal wall was performed to investigate effects of 
waviness on the spatial organisation of the large flow 
structure and heat transfer, as well as to demonstrate ap- 
plicability of the method for flows in nonorthogonal ge- 
ometries. 

Integral heat transfer characteristics 

The first steep in validation of the proposed turbulent clo- 
sure model for thermal field is to make comparison of in- 
tegral Nusselt number. We compare our results with sev- 
eral experimental, DNS and LES studies for different val- 
ues of Ra number. First, the performance of 3D TRANS 
was compared with previously calculated 2D RANS re- 
sults, which were performed for a wide range of Ra num- 
bers from 106 up to 1012, and for different aspect ratios, 
as well as different levels in modelling of the turbulent 
heat flux (20). As seen in Fig. 2a., the obtained values 
of Nusselt numbers are almost identical at i?o=107 and 
JRo=109. 

Next we compared the 3D TRANS results in the range 
of low and moderate Ra numbers with the DNS results of 
Kerr (18) and with two different sets of LES, reported by 
Eidson (10) and Wong and Lilly (32). In addition, the ex- 
perimental correlations proposed by Chu and Goldstein 
(1973) (6), Fitzjarrald (11), Threlfall (29) and Wu and 
Libchaber (33) are also plotted, Fig. 2a. The LES of Eid- 
son (10) yielded the values of Nu=S, 9.5, 12.5, 13.8, 18 
and 19 for Ra = 3.75 x 105, 6xl05,1.5xl06, 2.5xl06, 
107 and 108 respectively, which are much different from 
DNS and experimental correlations. For lower Ra num- 
bers up to 2.5xlO6, LES seriously over-predicts Nu 
number (by more than 40%). According to Eidson (10), 
this Ra value was the highest successfully simulated and 
for higher values of Ra number LES the results show 
a complete failure. It is interesting to note that Eidson 
(10) LES predictions at Ra=108 gave an almost identi- 
cal value of Nu number as simulation performed by 2D 
RANS with a standard isotropic eddy diffusivity hypoth- 
esis, denoted in Fig. 2 as SGDH ('simple gradient dif- 
fusion hypothesis'). This model was found inadequate 
for modelling buoyancy driven flows because it presumes 
a full alignment between the components of the turbu- 
lent heat flux and mean temperature gradient, Ince and 
Launder (16), but also because it does not account for the 
direct buoyancy effects on the heat flux (the third term 
in eqn.(5), Hanjalic (14). This leads to a delayed ef- 
fects of Ra number and produces laminarised solutions 
at relatively high Ra numbers. Not accounting for buoy- 
ancy can be the reason for the failure of LES too (which 
also seem to laminarise at the highest Ra considered 
,107), because Eidson (10) used the simple Smagorinsky 
subgrid model, which is basically akin to the isotropic 
eddy diffusivity model in RANS. More recently Wong 
and Lilly (32) discussed the inclusion of the buoyancy 
effects into SGS model. They proposed a modification 
and performed LES with two slightly different dynamic 
SGS models, which resulted in a small difference. Un- 
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fortunately, they reported simulations for only one value 
of Ra=3.8x 105. The computed Nu number for this Ra 
number was even higher than that of Eidson (10). Similar 
finding was also reported recently by Peng and David- 
son (23) despite the modifications for buoyancy effects 
in their SGS. This consistent overprediction of Nu num- 
ber by LES in comparison with Kerr (18) DNS data and 
experimental correlations show that despite the introduc- 
tion of buoyancy effect into SGS, LES has difficulties in 
reproducing the near-wall and wall properties. 

Mean temperature, its gradient and temperature 
variance 

Computed long-term and spatially averaged mean tem- 
perature and temperature variance for various values of 
Ra are shown in Fig. 3 and Fig. 4 respectively. The 
2D RANS profiles were obtained by cell averaging in 
order to omit effects of the side boundaries, while 3D 
TRANS and DNS profiles were obtained by spatial av- 
eraging over the entire horizontal planes. As seen in 
Fig. 3a., the agreement between calculated 3D TRANS 
and 2D RANS mean temperature profiles with DNS re- 
sults is good over entire cavity height. Even in the near 
wall region, both simulations show a very good agree- 
ment with DNS results with somewhat better results ob- 
tained by 3D TRANS as the distance from the wall in- 
creases, Fig. 3b. 

The mean temperature profile exhibits a characteristic 
behaviour with a very steep gradient in the near-wall re- 
gion and almost isothermal core region. This behaviour 
of the mean temperature explains why a very fine grid res- 
olution is needed for DNS at high Ra numbers, as argued 
by Grötzbach (13). On the other hand, the existence of 
almost isothermal core region clearly shows that simple 
gradient models for the turbulent heat flux are inappro- 
priate for configurations with heating from below. 

The temperature variance is much more difficult to 
reproduce than the mean temperature. With increasing 
Rayleigh number the peak moves from the centre closer 
to the wall indicating a thinning of the thermal boundary 
layer, Fig. 4.  Note two contributions to the total vari- 

ance (eqn. 6): T2 = T2 -T from the large scales (full 
resolution) and from the model 62 of the unresolved mo- 
tion (obtained from the transport equation for Ö2). The 
total variance is denoted in Fig. 4 by 'T' and the model 
contribution by 'M'. As seen, a good agreement is ob- 
tained in comparison with a DNS profile at i?o=107. The 
profiles of temperature variance obtained by 3D TRANS 
show an improvement in the prediction of the peak val- 
ues in the near-wall region as well as in the central part of 
the cavity as compared with 2D RANS computations (for 
which only the modelled part is shown). Fig. 5 shows the 
two contributions to the turbulent heat flux and tempera- 
ture variance (squared). As indicated in the introduction, 
both contributions are of the same order with the mod- 
elled one prevailing in the near-wall region. The sum of 
all three contributions to the total heat flux (eqn. 4), nor- 
malised with the wall heat flux, shows that the long-term 

averaged total heat flux is indeed constant over the entire 
channel cross-section as it should be, whereas most DNS 
and, in particular, LES show a substantial variation due 
to incomplete resolutions. A good modelling of the near 
wall heat flux and temperature variance is a prerequisite 
for accurate reproduction of the wall Nu number, which 
agrees well with the available DNS and experimental cor- 
relations (Fig. 2a), as discussed earlier. 

Mean temperature gradient in RB convection has been 
the subject of several studies, aimed at establishing power 
scaling laws in different regions. Despite substantial ex- 
perimental and DNS evidence, the power law at high Ra 
numbers is still very controversial. Two different laws 
were proposed based on theoretical and similarity con- 
siderations. Based on the assumption that only relevant 
length scale is the actual distance from the wall, Priestley 
(25) stated that the vertical gradient of the mean temper- 
ature obeys a -4/3 law. In contrast, Malkus (21) argued 
that the thermal boundary layer thickness is the charac- 
teristic length scale. Together with the assumption that 
the non-dimensional heat flux is a linear function of this 
length scale, Malkus arrived to a —2 law. It is interest- 
ing to note that most experimental studies confirmed the 
existence of -2 power law and only a few suggest a pos- 
sibility of -4/3 slope. Adrian et al. (1) proposed and ex- 
perimentally verified a unified multi-layer theory which 
actually includes both previously mentioned power laws. 
They also argued that two main reason were responsi- 
ble for failure in observing of a —4/3 law in previously 
performed experimental studies: the measurements have 
been made in a range which was not far enough from the 
wall, or the Ra was not large enough. Of course, numer- 
ical simulations can provide a detailed insights in the be- 
haviour of the mean temperature gradient. Unfortunately, 
the high Ra number range is far beyond the DNS limits 
(up to 2xl07 in 1998) so that DNS at present can not 
provide possible clarification. Contrary to current DNS 
limitations, TRANS technique can be easily extended to 
much higher Ra, {Ra=1012 was easily computed), with 
only a moderate computational costs. To demonstrate 
that, the calculations at Ra = 109 as a representative 
of high Ra number range were performed, Fig. 2b. It is 
interesting to note that both 2D RANS and 3D TRANS 
equipped with AFM model correctly reproduce the mean 
temperature gradients which are in excellent agreement 
with the physical model of Adrian (1) and Chung et al. 
(7). Three distinctive power regions are very well repro- 
duced: a conductive region with a constant mean tem- 
perature gradient for 0<z*<l, a transitional region with 
a -2 law up to z*«5 and, finally, a convective region 
which obeys a -4/3 power law for z*>5. 

4. Identification of large structures 

The process of visualisation and interpretation of the 
physical characteristics of three-dimensional unsteady 
velocity and vorticity fields and their dynamical evolu- 
tion are still a challenge mainly because of their vectorial 
character. The most common approach in the representa- 
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tion of the salient features of three-dimensional unsteady 
fields is to "freeze" time instantaneous fields and to apply 
the classical methods for steady-state regimes and plot- 
ting velocity vectors, streamlines and contours of spe- 
cific scalar quantities like temperature, turbulent kinetic 
energy, temperature variance etc. The RB convection at 
higher values of Rayleigh numbers is particularly chal- 
lenging problem because we do not know exactly what 
general pattern of the flow can we expect. Besides there 
are still many controversial explanations about the struc- 
ture of the flow. 

The most common definition of coherent structures is 
associated with vortical motion. However, different pos- 
sibilities for identification of vortex cores as represen- 
tatives of a vortical motion have been proposed as well 
as the definitions of a vortex. The most frequently cited 
definition in literature is one proposed by Robinson (26): 
"A vortex exists when instantaneous streamlines mapped 
onto a plane normal to the vortex core exhibit a roughly 
circular or spiral pattern, when viewed from a reference 
frame moving with the centre of the vortex core". But 
the streamlines representation of velocity fields requires a 
significant amount of CPU time for their calculations and 
very often the final output can not bring a clear picture 
of the flow, especially in complex situations. The clarity 
can be improved by plotting two-dimensional streamlines 
projections onto a characteristic planes but problem of 
high computational costs still remains. In order to avoid 
extensive calculations, the introduction of some represen- 
tative scalar quantities is needed. Robinson (26) proposed 
low-pressure regions as regions which are expected to 
correspond well to the vortex cores. By analysing the late 
stage of transition in a channel flow, Sandham and Kleiser 
(27) confirmed that the same method represents well co- 
herent structures. Kasagi et al. (19), adopted the same 
approach in analysing their DNS database of the chan- 
nel flow by plotting the instantaneous vectors in various 
sections and found that many of low-pressure regions cor- 
respond to the rotational fluid motions. But low-pressure 
regions can misrepresent the vortex core due to non-local 
character of the pressure which may have a larger scale 
than the vortex core, as shown by Joeng and Hussain (17). 
The next scalar parameter which has been often used for 
the identification of the flow topology is the modulus of 
vorticity: |WJ| = \eijkdUj/dxk\. This approach was suc- 
cessful in free-shear flows, Joeng and Hussain (17), but 
problems persists in the near-wall regions where the vor- 
ticity magnitude shows a maximum value (regions where 
maximal velocity gradients naturally occur). However, 
the high vorticity in the near wall region originates from 
shear and not from a swirling or rotational motion. This 
leads to a conclusion that \ui\ is not a suitable parameter 
for vortex identification in RB convection. 

A method of critical points (defined as positions where 
the streamlines slope is indeterminate and the velocity 
is zero) was introduced in Pery and Chong (24) in or- 
der to assess the flow pattern at each point of the flow. 
According to this theory, the eigenvectors and eigenval- 
ues of the mean velocity gradient tensor (Aij=dUi/dxj) 

evaluated at a critical point define the flow pattern. The 
eigenvalues and eigenvectors of the velocity gradient ten- 
sor (Aij) are obtained by solving the characteristic equa- 
tion, A3 - h\2 + I2X - h = 0, where: 

.    dUi ldUidUj _    _  .. . 
(7) 

are three invariants of (Ay) and for incompressible flows 
Ji=0. 

A definition of vortex core as a region with complex 
eigenvalues of (Aij) was proposed in Chong et al. (4), 
implying that the local streamline pattern is closed or spi- 
ral in a reference frame moving with the point of inter- 
est. The discriminant of the characteristic equation can 
be written as: 

3 

(8) 
*-(**)♦&)' 

This determines the nature of the eigenvalues of Ay as 
follows: A>0 gives one real and two conjugate-complex 
eigenvalues, A<0 gives three real distinct values and fi- 
nally, A=0 gives three real values of which two are equal. 
A map of all possible solutions of characteristic equa- 
tions can be created by plotting trajectories of constant 
discriminant A in 72—h plane. From the definition of 
the discriminant of the characteristic equation it follows 
that complex eigenvalues occurs when A>0. Recently, 
Chong et al. (5) applied their "A" approach to anal- 
yse structures of wall-bounded shear flows including the 
zero-pressure-gradient flow and the boundary layer with 
separation and reattachment. They found that a positive 
small value of the discriminant identifies very well vorti- 
cal regions. 

The definition of the eddy structure as the region with 
positive second invariant /2 of the velocity gradient ten- 
sor Aij was introduced in Hunt et al.(\5) and Blackburm 
et al. (2). The second invariant 72. ( denoted in figures 
as Q in accord with notation of Hunt et al, 15 ) can be 
interpreted as a measure of the relative importance of the 
shear strain Sij=0.5(dUi/dxj + dUj/dxi) and the ro- 
tation rate ^=0.5(811^dxj - dUj/dxi). Where I2 is 
positive, the rotational rate prevails over shear strain rate 
and where J2 is negative, the reverse is true. 

A kinematic vorticity number A4 was used in Me- 
lander and Hussain (22) as a measure of the quality of 
rotation, defined as: 

A4 _ ( kl2 \ 
\2bijbij ) 

1/2 

(9) 

When A4=0, the irotational motion is present and in the 
case A/fc=oo, the motion has a character of a solid-body 
rotation. In the present identification of the large coherent 
structures in RB convection, we analyse in parallel one 
realisation of DNS and several realisations of TRANS, 
using three different criteria: A , J2 and A4- 

Low Ra number 

The analysis of the flow structure for TRANS simula- 
tions at Ra=107 and a direct comparison with DNS re- 
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suits ofWörner (31) for Ra=6.Bx 105 will be performed 
first. In order to portray a dynamical behaviour of the 
flow, the characteristic time evolution of the maximum 
velocity components as well as the overall Nusselt num- 
ber at the hot wall for two different aspect ratios are 
monitored, Fig. 6. Three characteristic time periods can 
be distinguish: conduction dominant period which takes 
place in the initial stage of heating, transitional period 
and fully turbulent convective period. The two different 
aspect ratios show very similar behaviour of the Nusselt 
numbers. The main difference is in the position where 
intensive heat transfer occurs, r*=110 for [4:4:1] and 
r*=180 for [8:8:1], where T*=Ty/ßgATH/H. As seen, 
the lower aspect ratio promotes turbulent regime earlier. 
In order to obtain a better insight in the flow structure 
and to compare how TRANS instantaneous fields cor- 
respond to Worner's DNS data, the streamlines distri- 
bution in the central horizontal plane, z*=0.5 and in 
three vertical planes, y*=0.15,0.5,0.85 were plotted for 
one DNS realisation and for three instantaneous TRANS 
fields, Fig. 7. The streamlines are plotted by releasing 
1500 massless particles from uniformly distributed ori- 
gins over the sampling planes of the instantaneous fields, 
and their distributions were calculated by applying sec- 
ond order Runge-Kutta time advection method. Although 
the streamline pictures portray very complex flow, three 
main distinctive regimes can be easily observed: the re- 
gions with strong and well defined plane circulation (roll 
structure), the regions with one-dimensional movements 
(dark lines) and divergent stagnation regions (unstable 
focus points). As seen, DNS and TRANS results show 
qualitatively very similar patterns. The only difference 
is in the size of the rolls - DNS shows smaller roll pat- 
terns but this is to expect due to smaller value of Ra 
number. Another reason is that the TRANS can per se 
capture only the very large structure while the smaller 
ones are filtered out. In order to demonstrate further the 
similarity between the hydrodynamic fields and to illus- 
trate that this pattern similarity extends also to the thermal 
field, the isosurfaces of the temperature, coloured with 
the vertical velocity component, are show in Fig. 8. The 
visualised fields show a network of polygonal cell type 
structures with line plumes in between. These plumes are 
actually main carriers of the realised heat, and plume lo- 
cations correspond to those where the local Nusselt num- 
bers reach their maximum values. The plumes move ran- 
domly and interacts with each other causing a strong ver- 
tical motion. Again, very similar pictures were obtained 
for DNS and TRANS results, except for a difference in 
scales. The identical scenario of planform structures have 
been observed in experimental studies of Theertan and 
Arakeri (30). 

In order to provide a further analysis of the spatial or- 
ganisation of the flow, various vortex identification tech- 
niques were applied in parallel for DNS and TRANS re- 
sults. The second invariants of the velocity gradient ten- 
sor (h=Q) were calculated and presented in Fig. 10. By 
taking different positive values of I2, regions with dif- 
ferent vortical intensities can be easily filtered out. With 

decreasing values of I2, the vortical eddy population be- 
comes more dense. In parallel to I2, the A approach 
was applied to the same dataset. Very similar structures 
were captured with both methods. The same identifica- 
tion techniques were applied for instantaneous TRANS 
results. As seen, many of the characteristic vortical-eddy 
shapes observed in DNS field are recognised in TRANS 
results too. 

High Ra number 

As in the previous low Ra case, the characteristic time 
evolution of the maximum velocity components as well 
as the overall Nusselt number at hot and cold wall 
are monitored, Fig. 11. After initial period of time 
(0<r* <40) the flow starts to exhibit a convection domi- 
nated regime, characterised by a dramatic increase of all 
velocity components and, consequently, by very inten- 
sive heat transfer (40<r*<70). At the end of this pe- 
riod, two different values of the temperature isosurfaces 
are plotted (27=0.565 and T2*=0.435, T*=T/AT) in 
order to present structure of the thermal boundary layers 
with characteristic peaks, Fig. 9. The existence of a sim- 
ilar structure has been confirmed in DNS by Grotzbach 
(12) and Kerr (18). The streamlines distribution show 
very intensive motion over entire flow domain. The spa- 
tial distributions of the second invariant of the velocity 
gradient tensor (J2) are evaluated and presented in order 
to portray organised structures in the flow. By means 
of the visual inspection of the streamlines and the cor- 
responding distribution of J2, it seems that I2 approach 
captures well the regions where rotation is present. Very 
similar pictures are obtained by applying A and A4 crite- 
ria. After r*=80, strong irregularly periodic oscillations 
of all maximum velocity components are still present, but 
the overall Nu numbers reaches almost a steady value 
(very low amplitude of oscillations). At r*=110 the same 
properties are plotted again in order to compare with 
those at the lower time value. The number of peaks in the 
thermal structures is smaller than for the previous time in- 
stant, but the amplitude is higher (the peaks almost reach 
the opposite wall). The motion is very intensive but still 
shows well organised spatial regions of J2. It is important 
to note that the number of the large coherent structures is 
lower than in previous case when very intensive process 
of the heat transfer occurs. This confirms the view that 
the major role of coherent structures is to promote and 
intensify mass and heat transfer. 

A similar analysis is applied for the configuration with 
the horizontal wavy wall. The regular wall wave pat- 
tern imposes a dominant orientation in U and W veloc- 
ity components. The V velocity component develops 
significantly slower in comparison with the other two, 
Fig. 12. The pronounced increase in heat transfer oc- 
curs much earlier than in the case with horizontal flat 
wall (r*=10-20 instead of r* =40-60). After this ini- 
tial period of time, the distribution of the overall Nusselt 
number shows almost a steady value (30<r*<110), then 
starts to increase again, but less dramatic than in the ini- 
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tial time period. The second increase in the heat transfer 
occurs at the time instant r*«110 when V velocity com- 
ponent reaches the same value as other two velocity com- 
ponents. This increase in V destroys the dominant two- 
dimensional orientation of the large structures and, con- 
sequently, produces a batter mixing and intensification of 
the heat transfer. This conclusion is confirmed by distri- 
butions of streamlines as well as the kinematic vorticity 
number at two different time steps, r*=70 and r*=110, 
Fig. 12. The two-dimensional orientation of both stream- 
lines and Mk is clearly visible at the r*=70. Forr*=110, 
the complete reorganisation of the flow takes place and, 
as a consequence, a much higher heat transfer occurs than 
in the case with the flat wall. Again, very similar distri- 
butions of the large coherent structures were obtained by 
applying other criteria, I2 and A. 

5. Conclusions 

Numerical simulations of a stationary Rayleigh-Benard 
convection with a conventional single-point turbulence 
closure demonstrate that the Reynolds-Averaged-Navier- 
Stokes method (RANS), applied in transient mode can 
well reproduce mean flow properties, wall heat trans- 
fer and second-moment turbulence statistics. Moreover, 
the computations capture the large scale structure in ac- 
cord with DNS and experimental findings. The ap- 
proach can be regarded as Very Large Eddy Simulations, 
with a single-point closure playing the role of a 'sub- 
grid scale model'. In comparison with the conventional 
LES, the model of the unresolved motion (here an alge- 
braic k—e-92 model) covers a much larger part of turbu- 
lence spectrum (in fact almost the complete turbulence, 
apart from the large coherent structure). This contribu- 
tion becomes predominant in the near wall region. Be- 
cause the adopted model of the unresolved motion was 
already tuned to reproduce near-wall flow properties for 
a variety of situations (though for near-equilibrium condi- 
tions), this model ensures good results also in the present 
transient RANS (TRANS) approach. The weaknesses of 
the conventional single-point model, particularly in re- 
gard to the convective transport by large structures (mod- 
elled usually as turbulent gradient diffusion) are removed 
by time and space resolution of the large structures. The 
computed mean temperature, its variance, turbulent heat 
flux and wall heat transfer for Rayleigh Benard convec- 
tion over a flat and wavy wall in a range of Rayleigh num- 
bers (106 - 109) agree well with available DNS and ex- 
perimental results. Application of several structure iden- 
tification methods (second invariant of the velocity gra- 
dient tensor, discriminant of the characteristic equation, 
and kinematic vorticity number) to a parallel analysis of 
selected TRANS and DNS realisations show a close sim- 
ilarity of the spatial organisation and features of the large 
coherent structure. This is also confirmed by instanta- 
neous trajectory visualisation. 
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Figure 1: Grid distribution for considered test cases at Ra=109: (a.) horizontal fiat wall, 803 CV; (b.) wavy 
horizontal wall, 100 x802 CV, the wavelength \=H, the wave amplitude S=0.1H 
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Figure 7: Instantaneous trajectories of massless particles in the central horizontal plane and on three vertical 
planes for one DNS realisation (Äa=6.5xl05), and for three TRANS realisations (Äa=107) 
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Figure 8: Planform structures with fingerlike plumes in between for one DNS realisation,(Wöerner,31, 
i?a=6.5xl05) and for three TRANS realisations (Ra= 107); Temperature isosurfaces coloured with intensity 
of vertical velocity 
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Figure 9: Side view of fingerlike plumes for flat and wavy wall, Ra=109; Temperature isosurface coloured 
with intensity of the vertical velocity 
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Figure 10: Comparison of vortical structures in DNS and TRANS for different values of the second invariant 
of the velocity gradient tensor (h=Q) and of discriminant of the characteristic equation (A) 
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Figure 11: a.) Time evolution of the maximum velocity components; b.)Time evolution of integral surface Nu 
number; c.) Instantaneous streamlines and the second invariants of the velocity gradient tensor, I2 for three 
TRANS realisations at Ra=109 for the flat wall 
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ABSTRACT 
Dynamic subgrid-scale (SGS) modelling in LES for engineering flows usually uses Smagorinsky's eddy viscosity 
model as a basis, where the subgrid scaling is constructed by assuming a local equilibrium between the subgrid- 
scale turbulent shear production and dissipation rate. For turbulent thermal convection flows, an additional 
buoyant production term can also be included in this argument. The buoyant effect on the SGS eddy viscosity 
is then explicitly accommodated in the base model. This in turn forms the so-called buoyancy SGS model. With 
this model, a problem usually encountered when solving thermal convection flows is that non-real solutions may 
arise. To remedy this problem, a new SGS time scaling is proposed to re-construct the buoyancy eddy viscosity 
base model. In the modified model, the magnitude of the strain rate tensor is employed to weight the SGS 
time scaling in the base model including buoyancy effects. For thermally stratified flows, this approach also 
makes the base model be capable of accounting for some energy backscatter from subgrid scales to resolved 
large scales. The modified model was applied to a Rayleigh-Benard convection flow, and compared with the 
scalar model and the buoyancy model. The results are found to be in good agreement with both DNS and 
experimental data. 

1   INTRODUCTION 

Computation of turbulent flows is complicated ow- 
ing to the large range of scales that exists in these 
flows. Traditional Reynolds-averaging approaches 
(RANS), e.g., the two-equation models and the 
second-moment models, are not always satisfactory 
because the physics of the various scales that con- 
tribute to the correlation terms is different. On the 
other hand, direct numerical simulations (DNS) can 
as yet not handle high Reynolds-number turbulent 
flows owing to the limitation in computer capacity. 
In the past two decades, large eddy simulation (LES) 
has gained extensive attention for its higher physical 
ability to describe turbulence than RANS and lower 
computational cost than DNS. 

The basic philosophy of LES is to explicitly 
resolve the large-scale motion and to model the small 
scales. To distinguish the small-scale eddies from re- 
solved large scales, a spatial filtering process is usu- 
ally applied to the Navier-Stokes equations. The re- 
sultant subgrid-scale stress tensor, which contains 
the information about the effect of smaller scales 
on the evolution of the larger scales, is presumed 
to be more universal in nature than the Reynolds- 
averaging stress tensor and thus more amenable to 
successful modelling. The SGS stresses can be mod- 
elled at different levels of complexity. The most 
widely used SGS model is the Smagorinsky model (1), 
where the SGS stress tensor is modelled in alignment 

'Also Department of Work Organization and Technology, 
National Institute for Working Life, S-171 84 Solna, Sweden. 

with the local large-scale strain rate tensor through 
the eddy viscosity concept. After Smagorinsky's ini- 
tial development, a number of SGS models has been 
proposed, examples of which are the vorticity model 
by Ferziger (2), the scale-similarity and mixed mod- 
els by Bardina et al. (3) and the SGS model based on 
renormalization group theory by Yakhot et al. (4). 

The existing conventional SGS model has 
been successfully applied to the LES of transitional 
and turbulent flows. Problems have also arisen in 
these applications, however. The most serious one 
is the ad hoc model constant, which varies within a 
large range for different flow problems. Other lim- 
itations of the Smagorinsky model and of its vari- 
ants were pointed out in some recent articles, e.g., 
by Moin et al. (5). The dynamic SGS eddy viscosity 
model developed by Germano et al. (6, 7) overcomes 
most of the deficiencies in the Smagorinsky model. 
The dynamic approach allows the model coefficient 
to be a function of both space and time by extrapo- 
lating information from the smallest, resolved large- 
scale structure. In contrast to the absolutely dissipa- 
tive behavior with the Smagorinsky model, dynamic 
models are able to render negative SGS eddy coeffi- 
cient to account for energy backscatter from subgrid 
scales to resolved large scales, which has been shown 
to be an effective function in LES, particularly for 
transitional flows (8). 

Effort has also been made in recent years to 
apply the dynamic SGS model to turbulent thermal 
convection flows. Using four different SGS eddy vis- 
cosity /diffusivity base models, Cabot (9) performed 
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LES for Rayleigh-Benard convection flows and flows 
in an internally heated channel. It was found that, 
as compared with the buoyancy model for which the 
SGS Prandtl number, Prt, is iteratively determined, 
the Eidson model (10) promises better predictions 
and less computational effort by simply setting Prt 

as a constant. Wong and Lilly (11) compared two dy- 
namic SGS models, i.e. the stratification formulation 
and the scaling formulation for the Rayleigh-Benard 
convection at Ra = 3.8 x 105. The stratification for- 
mulation includes a buoyancy term as in the Eidson 
model (10), but the SGS turbulent Prandtl number 
is dynamically computed. This model is thus the 
same as the buoyancy model in Ref. (9). Wong and 
Lilly also reported that the stratification formulation 
(i.e. the buoyancy model) is computationally ineffi- 
cient due to iterative determination for Prt and that 
this formulation occasionally gives non-real solutions, 
as shown by Cabot (9). Recently, Bergstrom and 
Huang (12) applied a dynamic SGS model based on 
the scalar model (with no buoyancy-related term in 
the eddy viscosity/diffusivity formulation) to a buoy- 
ant cavity flow. A rather limited success in the pre- 
diction was reported. Other applications and devel- 
opments of LES for handling turbulent buoyant flows 
have been made, e.g., by Wang and Pletcher (13) and 
Canuto et al. (14). 

In our work on LES for buoyancy-driven con- 
vection flows, it has also been found that the buoy- 
ancy model, as used in Refs (9) and (11), some- 
times induces non-real solutions. This problem may 
break down the computation unless some measures 
are taken, for example, by setting a zero SGS eddy 
viscosity as the SGS buoyancy production is neg- 
atively dominant over the SGS shear production. 
However, this approach may be inappropriate since 
a negative SGS eddy viscosity is thought to be phys- 
ically reasonable in terms of accounting for energy 
backscatter that often occurs in non-laminar flow re- 
gions. In addition, the dynamic procedure might be 
preserved better without directly and artificially tun- 
ing the SGS eddy viscosity, which, instead, should be 
quantified by both the model coefficient and the SGS 
turbulent scaling. Peng and Davidson (15) recently 
proposed a new time scaling to re-construct the SGS 
buoyancy model in combination with the Smagorin- 
sky model. This approach is able to overcome the 
problem of entailing non-real solutions in cases of ex- 
isting stable and significant thermal stratification. In 
this work, the Smagorinsky model, the Eidson buoy- 
ancy model and the modified buoyancy model are 
applied to a turbulent Rayleigh-Benard convection 
flow and compared with each other as well as with 
DNS and laboratory data. 

2 THE SGS CLOSURE FORMULATION 

In Large eddy simulation, a filter function is used to 
split the span of turbulence scales somewhere in the 

Kolmogorov equilibrium region. The filtered large 
scales are resolved. The subgrid-scale turbulence is 
assumed to be more isotropic in nature and is mod- 
elled by using the information from the smallest re- 
solved large-scale eddies, requiring less adjustments 
than RANS approach. Applying the filtering pro- 
cess to the Navier-Stokes equations gives rise of an 
SGS stress tensor, which represents the energy occur- 
rence between filtered large scales and subgrid scales. 
The modelling of these unknown SGS stresses has 
mostly been based on the eddy viscosity concept as 
in RANS approach. Similar to the Reynolds stresses 
resulted from the time-averaging process in RANS, 
the anisotropic part of the SGS stress tensor is mod- 
elled in alignment with the local strain rate tensor, 
i.e., 

Oij - 
(1) 

where i/t is the SGS eddy viscosity and Sij is the 
large-scale strain rate tensor, reading 

ö   _lfdui_     duj\ 
*ij-2\dxj + dxij- (2) 

In analogy to r,j, the resultant SGS heat fluxes in 
the filtered energy equation are modelled as 

k^-atdx~ (3) 

where at is the SGS eddy diffusivity. 
By assuming that the subgrid scales are in 

local equilibrium, for which a balance holds between 
the SGS turbulent production and turbulent dissipa- 
tion rate, the SGS eddy viscosity, vt, can be derived 
as vt = CA2/T. Similarly, the SGS eddy diffusivity, 
at, is expressed as at = CtA

2/T. In the so-called 
dynamic scalar model, the time scaling, 7s, is equal 
to the reciprocal of the magnitude of the local strain 
rate tensor, i.e. Ts = 1/| S |, and | S |= ^/2SijSij, 
see e.g. Refs (16, 17). The SGS Prandtl number is 
given by Prt - vt/at = C/Ct. 

Eidson (10) derived the SGS eddy viscosity 
with a buoyancy term included in the SGS turbulent 
production. This brings about the buoyancy model 
in which the SGS eddy viscosity takes the form of 

vt = CA2 ( | § |2 + ß de      V 
pVtdx-9kSkj) (4) 

Similarly, the SGS eddy diffusivity in Eidson's buoy- 
ancy model is expressed as 

a» = CtA
2   | S I' + 

1. 

(5) v, Prt dxj 

In equations (4) and (5), gk denotes the grav- 
itational vector, gk = (0,-g,0). The 1/TB scaling 
that appears in the buoyancy model is then 

1   _ (\ 5 ,2      9ß   M 
(6) 

5-25 



With this 11 TB scaling, the eddy viscosity has to be 

constrained to be equal to zero as | S \ < ■$- ^r^2j 
to avoid entailing non-real solutions. Winckelmans 
et al. (18) evaluated several base models with differ- 
ent choices for the 1/T scaling in an a priori test 
of SGS models using available DNS data. It was 
found that the choice of 1/7" scaling in the eddy 
viscosity is unimportant as it does not significantly 
affect the correlations between modelled and exact 
SGS quantities. This suggests that the 1/T scal- 
ing does not necessarily need to be derived from the 
production-dissipation equilibrium argument. More- 
over, the problem of inducing non-real solutions with 
the buoyancy base model, i.e. equation (6), needs to 
be eliminated. Therefore, the new 1/TN scaling is 
proposed as 

£■*- S 
ci2    sß de 
51   -Pr-td^52j äT'V  •     W 

The eddy viscosity and the eddy diffusivity 
in the modified buoyancy base model are then ex- 
pressed, respectively, as 

vt   =   CA2N 

S\ 

rV |2 gß do 
=  CAW   |S !'--£-£-* Prt dxj 

02j (8) 

and 

at   =   CtA
2N 

=   CtA
2 J_ 

S 
?i2    sß de 
sl -pVtd^

S2j (9) 

Note that for isothermal flows, jj^-.S-zj = 0, 
this model then turns out to be the conventional 
Smagorinsky model, i.e. the scalar model. It is inter- 
esting to note a relation for the SGS time scales with 
the above three base models, i.e. TN/TB = TB/TS- 

The modified model is thus a combination of the 
Smagorinsky model and Eidson's buoyancy model. 
This combination suggests that the SGS time scale 
given by the buoyancy model nestles between those 
given by the scalar model and by the modified model. 
For flows with stable thermal stratification, the mod- 
ified model is expected to produce the largest time 
scale, and the smallest for flows with unstable ther- 
mal stratification. 

Introducing equations (8) and (9) into the dy- 
namic procedure developed by Germano et al. (6) 
and modified later by Lilly (19), the model coeffi- 
cients C, Ct and Prt can be dynamically determined. 
The dynamic SGS modelling is based on the use of 
two filters. A test filter (denoted by a curved overbar) 
is employed in addition to the grid filter (denoted 
by an overbar). The grid filter is used to define the 
subgrid scales, while the test filter, whose width is 
larger than the grid filter width, produces informa- 
tion from the smallest resolved large-scale structure 

to formulate the SGS stresses and heat fluxes. Fur- 
thermore, a mathematical identity is exploited to de- 
termine the model coefficients. This identity relates 
the SGS stresses on the grid-filtering level, r,-j, and 
on the test-filtering level, 7y, (and thus similarly the 
heat fluxes, hj and Hj, on these two filtering lev- 
els) to the resolvable residual stresses, £y (and thus 
similarly the resolvable residual heat fluxes, £j). 

As proposed by Germano et al. (6), the test 
/"■\ 

filter width, A, is chosen to be twice the grid filter 

width, A, i.e. A = 2A. In analogy to the SGS stress 
tensor in equation (1), the stress tensor on the test 
filtering level is expressed as 

Tij —jT^** = ~2 vt Sij. 

Similarly, the heat fluxes, Hj, are 

„      ~de 

(10) 

(11) 

The eddy viscosity and diffusivity for the modified 
model (and similarly for the scalar model and the 
buoyancy model), on the test level are expressed, re- 
spectively, as 

vt CA N 

= cK^dSf-■£-£**)   (12) gß_de_ 
Prt dxj 

and 

at   =   CtA N 

=   CtA 
1 gß de 

In deriving equations (12) and (13), a scale- 
invariance assumption has been made. It is assumed 
that C and Ct are very slowly varying functions of 
space. This assumption thus allows to use the same 
model coefficients at both the grid and test filtering 
levels. The Germano identity (6) indicates that 

ij — J. ij       T 2j — V>i Uj — U i U > (14) 

For the heat fluxes, this identity takes the following 
form 

£j = Hj — hj = üj6 — Uj 9 . (15) 

The right-hand-side residual stresses and 
fluxes in equations (14) and (15) are resolvable quan- 
tities. This feature is then employed to compute the 
model coefficients. Introducing the SGS eddy viscos- 
ity/diffusivity models into the above identities yields 

-2CA *"ij     "Tr^kk    — N Sij 

+2CA2 NSt. (16) 
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and 

^d e do 
Sj = -CtA N^— + CtA

2Ni—. 
dx dxi 

(17) 

By means of the least square approach pro- 
posed in Ref. (19), the model coefficients, C and Ct, 
are formulated, respectively, as 

C     _ £JJMiJ 
2MijMij 

Mij    =    A NSij-A2NSij (18) 

and 

Q   =   - 
QjQj' 

Qi   =   A N^ A2Ni—. 
dxi dxi 

(19) 

When using equations (18) and (19) to com- 
pute the model coefficients, two principal deficiencies 
exist: the scale-invariance assumption for the model 
coefficient is not mathematically self-consistent since 
it wipes out the time- and spatially-dependent fea- 
ture from a filtering operation; second, the model 
is ill-conditioned because the denominators in equa- 
tions (18) and (19) can be very small, which in turn 
causes numerical instability. The first can be partly 
overcome by using approximately localized model co- 
efficients as in, e.g Ref. (20). To remedy the second 
problem, as in Germano et al. (6), the model coeffi- 
cients are assumed to be only functions of time and 
inhomogeneous directions. For the Rayleigh-Benard 
flow considered in this work, for example, a spatial- 
averaging for the numerators and denominators in 
(18) and (19) is then made over two directions of flow 
homogeneity (the x— and z-directions), denoted by 
< • >xz ■ The model coefficients are thus functions of 
time and of only the direction normal to the walls, 
i.e. 

C(i,y) = - 
< ZijMjj >xz 

2< MijMij >X2' 

and 

Ctit'y)-    <QjQ:>xz 

(20) 

(21) 

Furthermore, to remove the numerical insta- 
bility attributed to negative total viscosity arising at 
some points in the flow domain, the total viscosity 
at those points is artificially set to zero. Nonethe- 
less, this clipping approach allows a small amount of 
energy backscatter. 

There is another model coefficient, Prt, in 
the modified model and the buoyancy model that 
must be determined. This can be accounted for by 
using an iterative scheme as in Refs (11, 12) with re- 
spect to equations (20) and (21) to get Prt = C/Ct- 

Applying such a scheme to the buoyancy model, i.e. 
equations (4) and (5), Cabot (9) pointed out that an 
iterative determination of Prt doubled the cost on 
computing the SGS model and sometimes gave ei- 
ther non-real or multiple solutions. It was found in 
Ref. (9) that, in comparison with the scalar model, 
the buoyancy model entailed little difference in the 
results, as Prt was locally computed. Instead, im- 
proved simulations were obtained by simply using 
a constant Prt in the buoyancy base model with 
Prt = 0.4 as used in Ref. (10). This approach, more- 
over, requires less computational effort, see Ref. (9). 

In this work, the scalar model has also been 
used for comparison. Comparing to the buoyancy 
model or the modified model, the scalar model is 
equivalent to setting Prt = oo, see equations (4) 
and (5) or equations (8) and (9). Because of the 
too costly computation, instead of using an iterative 
scheme (e.g. Newton's method), we have used the 
value of C/Ct at the previous time step, say, (n — 1), 
to approximate Prt at time step n, giving 

n-l 
(22) Pnn-[§-t 

Equation (22) is an approximation similar to 
Piomelli and Liu's proposal (20), where they com- 
puted the model coefficient, C, in their localized 
dynamic model by employing the "zeroth-order ap- 
proximation" and the "first-order approximation". It 
was argued that the model coefficient is fairly slowly- 
varying function of time because of the temporal fil- 
tering introduced implicitly by the spatial filtering. 
In addition to using equation (22), Prt = 0.4 has 
also been employed for comparison when using both 
the modified model and the buoyancy model. 

3   NUMERICAL METHOD 

The central differencing finite-volume method was 
used to discretize the differential governing equations 
on a collocated grid, and the second-order Crank- 
Nicholson scheme was employed for temporal dis- 
cretization (22, 23). 

The filtered Navier-Stokes equation for üi can 
be written as 

dui       d   .   _ . 
-m+dx-{UiU^ 

1_^P_ d2Üj ÖTjj 
p dxi       dxjdxj     dxj ' 

(23) 

By means of an implicit, two-step time advancement 
method, this equation is discretized as the following 

1   Ajöp"+1     I.,       ,A  dp" 

-paAt^r--p{1-a)At^ (24) 

where H (ü", ün+1) denotes the discrete terms on the 
right-hand side of equation (23) except the pressure- 
gradient term. Equation (24) is first solved for ü"+1. 
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To reinforce the coupling between the velocity and 
pressure fields, an intermediate velocity field is then 
computed as 

ut = ü?+1 + -aAt 
dp *»+i 

ox. (25) 

Taking the divergence of equation (25) leads to a 
Poisson equation for the pressure, i.e. 

dV+1 _   p   du] 
dxidxi      aAt dx,' 

(26) 

Note that the continuity condition has been 
implicitly applied at time step (n+1) in the diverging 
procedure from equation (25) to equation (26). The 
Poisson equation is solved with an efficient multigrid 
method (24). The resultant pressure, together with 
the intermediate velocity obtained through equation 
(25), is then used to correct the velocity at the volume 
faces, which consequently gives a continuity-satisfied 
velocity field. 

The box filter was used in the filtering proce- 
dure. In a finite volume calculation, the test-filtered 
flow quantities can be computed by volume-averaging 
the grid-scale filtered variables over test cells by as- 
suming linear variation of these variables, see Ref. 
(25). A detailed description of the solution proce- 
dure can be found in Refs (22, 26). 

< <t> >t= f£<j>(t')dt'/{T -T0), with T0 ~ 2200fo 
and Ti ~ 3000V The time-averaging process is de- 
noted here by < • >t. For convenience, however, this 
notation will be dropped for time-averaged model co- 
efficients in the following discussion. 

Figure 1 shows the history of time-averaging 
the model coefficients at the mid-point of the do- 
main, where the modified SGS model was used with 
Prt computed by equation (22). It is shown that 
all the model coefficients at this point remain nearly 
unchanged with increasing averaging time after t ~ 
200 V This demonstrates that the time period used 
for time-averaging in this work is sufficient for data 
analyses. 
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4   RESULTS AND DISCUSSION 

In this section, the above three SGS models, i.e. the 
scalar model, the buoyancy model and the modified 
model, are applied to the Rayleigh-Benard convec- 
tion at a Rayleigh number of Ra = 3.8 x 105 and 
a molecular Prandtl number of Pr = 1.0. Available 
DNS and experimental data are used for comparison. 

The Rayleigh-Benard convection is induced 
in a horizontal channel by a heated bottom bound- 
ary and a cooled top boundary. The computational 
domain used is 6 x 1 x 6, with a grid resolution of 
48 x 48 x 48. The boundary condition for the pres- 
sure is the Neumann condition at the top and bottom 
wall surfaces. Periodical boundary conditions have 
been employed for all variables in the longitudinal 
and spanwise directions (x— and z—directions). The 
no-slip condition is used at the walls for the velocity 
components, üj. Constant temperatures are specified 
at the horizontal wall surfaces, with a temperature 
difference of A9 = 10°C. The computation started 
with a result computed using the Smagorinsky model. 
The time unit in the Rayleigh-Benard convection is 
to = D/uo, where D is the height of the fluid layer, 
uo = y/gßA9D, and ß is the volumetric expansion co- 
efficient. The time interval is about 0.05 V The num- 
ber of time steps used in each calculation is generally 
60000. This corresponds to approximately 3000V 
The data are analyzed over a period of about 800V 
The time-averaged quantity is thus obtained through 

Figure 1: History of time-averaging model coefficients 
at the mid-point of the domain using the modified model 
with Prt computed by Eq. (22). 

In Fig. 2, the vertical distributions of the 
time-averaged model coefficients are compared when 
using various SGS models. A large variation can be 
observed between different models. With the modi- 
fied model, the coefficients appear to be rather sen- 
sitive to the specification of Prt: they are generally 
larger in the core region and smaller in the near-wall 
outer region when Prt = 0.4 is used than when Prt 

is locally computed with equation (22). Using the 
buoyancy model and computing Prt with equation 
(22), non-real solutions were detected occasionally in 
computations for C and Ct in the near-wall region, 
which have been smoothed in the figure by means of 
cut-off. Near the wall, the viscous effect is dominant, 
where C and Ct are rather small and even become 
slightly negative indicating a small amount of energy 
backscatter. In the core region of the flow domain, 
the scalar model gives a rather flat distribution for C 
with a value of about 0.048, and the modified model 
produces a nearly constant distribution for Ct- The 
buoyancy model calculates a C-profile between those 
determined with the scalar model and the modified 
model. Moreover, this model produces very similar 
distributions for C and Ct when using either of the 
above two specifications for Prt except in the core 
region, where the coefficients are slightly smaller as 
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coefficients, vt and at, are much smaller than their 
molecular counterparts. 
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Figure 2: Vertical distributions of computed model coef- 
ficients: a) Model coefficient C; b) Model coefficient Ct. 
Solid-dotted line: Scalar model; Dash-dotted line: Buoy- 
ancy model (Prt = 0.4); Dotted line: Buoyancy model 
(Prt computed with Eq. (22)); Dashed line: Modified 
model (Prt = 0.4); Solid line: Modified model (Prt com- 
puted with Eq. (22)). 

Prt is locally computed with equation (22). 
In Fig. 3, the SGS Prt computed with dif- 

ferent models is compared. Since Prt is not dynam- 
ically calculated in the scalar model, it is obtained 
by taking Prt — C/Ct in this figure, and the same is 
done for both the buoyancy and the modified models 
as Prt = 0.4 is used. None of the three models re- 
produces the standard constant SGS Prandtl number 
(Prt = 0.4) as proposed by Eidson (10). The scalar 
model gives a value of about 0.39 for Prt in a narrow 
core region between y/D ~ 0.47 ~ 0.53, while a value 
of about 0.3 is given in a wider region by the modified 
model. Near the walls, the SGS Prandtl number com- 
puted by the modified model becomes much larger, 
reaching 0.68 as equation (22) is used and 0.84 with 
Prt = 0.4. Using the buoyancy model, Cabot (9) 
showed a similar distribution tendency for Prt in an 
LES for Rayleigh-Benard convection at Ra = 1 x 107 

and Pr = 0.71. A large variation occurs mainly in 
the near-wall region. Due to slightly negative values 
for C or Ct close to the wall, Prt also becomes neg- 
ative there. However, the negative Prt hardly influ- 
ences the simulation of the convective flow variables, 
because both C and Ct are so small in this near-wall 
viscous boundary layer that the computed SGS eddy 

Prt 

Figure 3:  Vertical distributions of computed SGS Prt 
(same legend as in Fig. 2). 

The computed vertical distributions for 
the root mean squares of velocity components 
and   temperature,    y/< (5,— < ü{ >t)

2 >tX2    and 

i < (0- < 0 >t)2 >txz, i.e. urms or wrms, vrms and 
0rm, are shown in Fig. 4. Also shown in this figure is 
the vertical profile of the dimensionless temperature, 
(< 6 >txz -9CW)/A6, where 9CW is the temperature of 
the cooled top wall surface. The buoyancy model pro- 
duces very similar simulations regardless of whether 
Prt is set as a constant (Prt = 0.4) or locally de- 
termined with equation (22) except in the near-wall 
region where using Prt = 0.4 gives slightly better 
distributions. In the following comparisons, the dis- 
tributions computed by the buoyancy model together 
with equation (22) are not included, unless otherwise 
stated. All the models give similar and reasonable 
results in comparison with both the DNS data from 
Refs (27, 28) and the laboratory data from Ref. (29). 
The wrm, profile (not shown here) is nearly identical 
to the ürm, profile. In Fig. 4, the experimental data 
are adopted from Deardorff and Willis' laboratory in- 
vestigation (29) for Ra = 6.3 x 105. All the models 
under-predict vrms in the core region of the flow do- 
main as compared with the measured and DNS data, 
but gives better predictions than those in Ref. (11) 
for the same flow problem, where the buoyancy model 
(termed stratification formulation in Ref. (11)) was 
applied. The comparison with the experimental data 
shows that the 9rms profile is generally over-predicted 
by all the models. Eidson (10) showed a similar pre- 
diction in a previous LES. The results, however, agree 
better with the DNS data for Pr = 0.71 given by 
Wörner and Grötzbach (28). In the DNS by Moeng 
and Rotunno (27), with Prt = 1.0, it was stated that 
the root-mean-square of the temperature has a max- 
ima of 0.15 located about 0.07 away from both walls 
and a value of about 0.08 at mid-level. This has been 
approximately reflected in the present prediction as 
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shown in Fig. 4 c). 
In spite of the fact that the model coefficients 

vary with different models, only can very small dif- 
ference be observed in the predictions given in Fig. 4. 
This seems to indicate that the large-scale statistics 
are fairly insensitive to the base model used for the 
flow considered. In the LES of Rayleigh-Benard con- 
vection at Ra = 1 x 107, Cabot (9) also showed that 
the scalar model and the buoyancy model gave very 
similar results. He attributed this to several possible 
factors: the buoyancy term is generally less than, or 
comparable to the strain term, or, even with a differ- 
ent scaling, the dynamic eddy viscosities/diffusivities 
tend to self-adjust to a similar level. To gain a quan- 
titative understanding, the strain term, \ S \ , is com- 
pared with the buoyancy-related term, p^^, in the 
expression for SGS eddy coefficients. This is shown 
in Fig. 5, where the modified model is employed us- 
ing Prt = 0.4.   It can be seen that the buoyancy 

1 

0.8 

l                                 ,y                     M 

^ f 
0.6 

y/D ° <?[ 
0.4 

°o\ 

0.2 ■   _3   ■ 
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d) 
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Figure 4: Vertical distributions of the root-mean-squares 
of the velocity components and temperature and the 
vertical profile for the dimensionless temperature: a) 
örms/uo; b) Vrms/uo; c)9rms/A0; d) Dimensionless tem- 
perature, (< 6 >txz - 6CW)I&6. Dotted line: Scalar 
model; Dashed line: Modified model (Prt = 0.4); Solid 
line: Modified model (Prt computed with Eq. (22)); 
Dash-dotted line: Buoyancy model (Prt = 0.4); + Ex- 
perimental data from Ref. (29); o DNS data (Pr = 1.0) 
from Ref. (27); © DNS data (Pr = 0.71) from Ref. (28). 

term hardly have any effects in the core region of the 
flow domain, where this term becomes nearly zero. 
The SGS eddy coefficients, vt and at, thus depend 
mainly on the strain term without being affected by 
Prt. In this region, both the modified model and 
the buoyancy model show behaviors similar to the 
scalar model. Within a range of y/D ~ 0.2 near the 
wall, however, the buoyancy term plays an increasing 
role towards the wall surface in the determination of 
SGS eddy coefficients. Approaching the wall, both 
the strain and buoyancy terms increase, but their ef- 
fects are actually suppressed to become insignificant 
owing to very small near-wall coefficients C and Ct 

(see Fig. 2). 

c) 
0.05 0.1 0.15 

Qrms/A.6 
0.2 

0.2 0.4 0.6 0.8 

y/D 

Figure 5: Comparison of the strain term, | S |2, and the 
buoyancy term,  j§£-§|, using the modified base model 
with Prt = 0.4.   Solid line:   Strain term; Dashed line: 
Buoyancy term. 

The SGS eddy coefficients computed with dif- 
ferent models are further compared in Fig.  6. The 
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distributions in this figure correspond well to the pro- 
files for the model coefficients in Fig. 2. The modi- 
fied model gives the smallest model coefficients and 
thus the lowest SGS turbulence level. Very close to 
the wall (y/D ~ 0.06), the models give negative Prt 

as shown in Fig. 3, owing to negative model coef- 
ficients C or Ct whereby backscatter is active. The 
near-wall buoyancy effect is then fed back into the 
SGS model with a positive value, as Prt is locally 
determined with either the buoyancy model or the 
modified model. This in turn should have decreased 
the SGS time scale- and thus increased the SGS eddy 
viscosity/diffusivity. Nevertheless, it should be noted 
that, in the viscous boundary layer, coefficients C 
and Ct have been dynamically set to be very small, 
as shown in Fig. 2. Consequently, the eddy coeffi- 
cients in this layer become negligibly small and rather 
insensitive to a certain range of variation in Prt (pos- 
itive or negative). Although there exist certain differ- 
ences in the eddy coefficients determined by different 
models, only slight variations are found in the results. 
One of the reasons is that the SGS turbulence level is 
relatively low in the flow considered with a maximum 
i>t/v of about 0.2. This suggests that the simulation 
for the SGS scales relies to a certain extent on the 
viscous effects. 

Figure 6: Comparison of SGS eddy coefficients, Vtjv 
and at/a: a) SGS eddy viscosity; b)SGS eddy diffusivity. 
Dotted line: Scalar model; Dash-dotted line: Buoyancy 
model (Prt computed with Eq. (22)); Solid line: Modi- 
fied model (Prt computed with Eq. (22)). 

Figure 7 presents the vertical profiles of the 
Nusselt number, Nu, computed with various models. 
The Nusselt number in this study is defined as 

Nu = - 
<ve-Kde/dy>txz 

(27) 
KM/D 

All the models give nearly identical simula- 
tions. The distribution of Nu is nearly uniform, 
with a value of about 6.4 within a wide core re- 
gion. Near the walls, the Nusselt number varies own- 
ing to the large temperature gradient. For compar- 
ison, if the Nusselt number is redefined as Nu = 
D\ dO/dy \W/A0, the prediction given by the scalar 
model is 6.43, while it is 6.33 and 6.20, respectively, 
by the modified model and the buoyancy model with 
Prt = 0.4, and 6.29 and 6.08 when Prt is computed 
with equation (22). The measured value is 6.14 in air 
and 6.50 in gaseous helium (see Ref. (9) for experi- 
mental references). 

5.5 6 6.5 7 7.5 
Nusselt number, Nu 

Figure 7:  Vertical distribution of Nusselt number, 
(same legend as in Fig. 4). 

Nu 

Figure 8 shows the vertical profiles for the 
vertical-velocity variance and skewness:   < v'3 >tXz 

and < v'3 >txz/< v'2 >tx], where v' = (v- < v >t). 
Note that these quantities have been normalized with 
the velocity scale, UQ. The results show good agree- 
ment with the DNS data, even in the near-wall vis- 
cous layers where molecular diffusion and dissipation 
become dominant. The skewness is negative in the 
lower layer and positive in the upper layer. This re- 
sult is consistent with the DNS data, and was well 
explained by Moeng and Rotunno (27) on deriving 
a relationship between the skewness and the ratio of 
updraft area and downdraft area. There is no ap- 
parent difference between the results computed with 
various models. 

For a straightforward view of the flow struc- 
ture, Figure 9 illustrates the vertical cross sections of 
the vertical velocity and temperature fluctuations. A 
few upward eddies are able to penetrate to the top. 
Some updrafts mix out their heat excess and are pen- 
etrated by downdrafts. As found in DNS (27), Fig. 
9 indicates that the area occupied by an individual 
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z = 1.56,0 

< v'3 >txz x 1000 

z = 1.56,6-< 6 >tx 

z- 3.06, v 

z = 3.06,0- <6>txz 

z = 4.56, f 

< «'  >«**/< *>'  >t 

Figure 8: Vertical distributions of a) Variance of v and 
b) Skewness of v (same legend as in Fig. 4). 

updraft remains nearly constant with height in the 
lower layers, although the vertical velocity increases 
over this lower portion. This phenomenon implies 
that the mass flux in the updraft is increased due 
to lateral entrainment in the lower layer. The tem- 
perature fluctuations correspond well to the vertical 
velocity contour. In general, the regions occupied by 
the thermals (with positive fluctuations) are those in 
which updrafts exist and vice versa. 

Fig. 10 shows the horizontal cross sections of 
the vertical velocity and temperature fluctuations at 
three levels. Near the heated bottom wall, y — 0.09, 
small spots of downdrafts are surrounded by broad 
updrafts and vice versa near the cooled top wall (y = 
0.91). This structure corresponds to the profile of 
the skewness of the vertical velocity v shown in Fig. 
8. At the mid-level, y = 0.51, both the downdraft 
and the updraft penetrate with similar areas. The 
contour for the temperature fluctuations shows that 
the thermals near the heated bottom wall are narrow 
and elongated, while they are isolated near the cooled 
top wall. The eddy structure shown in this figure was 
also observed in DNS (27). 

5   CONCLUDING REMARKS 

Comparison have been made for three dynamic SGS 
models for handling turbulent convection flow with 

x = 4.56,9-<e >tx 

Figure 9: Instantaneous contours of v (contour interval 
is O.luo) and 6- < § >txz (contour interval is O.1A0) at 
vertical cross sections, simulated by the modified model 
using Prt = 0.4; the dark-colored areas indicate down- 
drafts and the light-colored areas indicate updrafts. 

heat transfer. These include the scalar model, the 
buoyancy model and a modified buoyancy model. 
For thermally stratified flows, the buoyancy model 
may entail no-real solutions. To remedy this prob- 
lem, the modified model re-constructs the time scal- 
ing in the SGS eddy viscosity/diffusivity formulation, 
and keeps the buoyancy effect being directly accom- 
modated as in the buoyancy model. This model re- 
turns to the scalar model for isothermal flows. It thus 
works with fully developed turbulence generated by 
shear or by buoyancy, or by both. LES has been 
performed for the turbulent Rayleigh-Benard flow at 
Ra = 3.8 x 105 with these models. The results agree 
well with both the experimental and DNS data. 

In comparison with the other models, the 
modified model gives very similar results for the flow 
considered. The model coefficients in various mod- 
els, however, show rather different dynamic features. 
Corresponding with the computed smaller values of 
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Figure 10: Instantaneous contours of v (contour interval is O.ltio) and 6— < 8 >tXz (contour interval is O.1A0) at 
horizontal cross sections, simulated by the modified model using Prt = 0.4; the solid and dotted contour lines indicate 
positive and negative values, respectively. 
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coefficients C and Ct, the modified model returns 
lower SGS eddy viscosities and diffusivities out of 
the near-wall boundary layer. However, only a small 
variation is found in the resultant simulations. This 
might be attributed to the relatively low turbulence 
level in the Rayleigh-Benard convection flow consid- 
ered. In future work, these SGS models need to be 
further investigated in applications to highly turbu- 
lent thermal convection flows. 
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ABSTRACT 
The paper presents a preliminary application of second-moment closures to transient ID double-diffusive flow. 
A two-layer modelling approach has been adopted, where the high-Re second-moment closures are interfaced 
with a low-Re k-c model in the sublayer. The latter model has been adapted to include, in a simplified way, 
the effects of buoyancy on the second moments. The selection of the modelling framework is supported by 
the application of the models to ID penetrative, single-diffusive flow, and to flow in an infinitely tall cavity 
at Ra = 5.4 x 10° for which results are presented. The models are then applied to double-diffusion in a 
salt-stratified laver heated from below. 

1 INTRODUCTION 

The simultaneous mixing of heat and one or more 
species in a stratified system is generally referred 
to as double diffusion or double-diffusive convection. 
This process occurs in a number of environmen- 
tal conditions and engineering applications, includ- 
ing solar ponds, discharges of heated contaminant- 
containing effluents, silicon-crystal melts and storage 
tanks for liquid hydrocarbons. 

The particular context of the present study is Liq- 
uefied Katural Gas (LNG) storage in large tanks 
which can be 50?n in diameter and 30n? high. Den- 
sity stratifications tend to arise in these tanks as 
a result of the combination of preferential evapo- 
ration of lighter constituents from the surface and 
the replenishment of fresh LNG, usually from above. 
With LNG having a temperature of about — 160°C, 
at the relatively low super-atmospheric storage pres- 
sure feasible in practice, there arises significant heat 
transfer through the base and sides, causing penetra- 
tive convection, buoyancy-driven side-wall bound- 
ary layers and circulation cells, and thus resulting 
in a progressive erosion of the stratification. In ad- 
verse circumstances, the lower, initially heavier LNG 
layer accumulates heat at a relatively high saturation 
pressure, eventually becoming lighter than the upper 
layer and provoking a rollover. As a result, substan- 
tial amounts of superheated lower-layer LNG reach 
the surface quickly and a hazardous flash evapora- 
tion of methane occurs. A key aspect of the above 
processes is that the geometric scales involved are 
large, with Grashof numbers being of order 1014. 
so that turbulence is likely to be the primary mix- 
ing mechanism. This is in contrast to small-scale 
double-diffusive systems in which Grashof numbers 
are typically of order 106 and where mixing occurs by 
the formation of distinct circulation cells and fingers 

(long, narrow convection cells) which do not contain 
the wide range of scales characteristic of statistical 
turbulence. 

Previous studies of double-diffusive systems, 
both experimental and computational, have focused 
mainly on non-turbulent systems in which the pri- 
mary objective has been to gain insight into the for- 
mation and propagation of circulation cells or finger- 
ing and the processes leading to the erosion of strat- 
ification and eventually full mixing. Several com- 
putational studies (eg Takao et al [1], Rastogi and 
Poulikakos [2], Phanikumar [3], Lee and Hyun [4], 
Beghein et al [5], Kamakura and Ozoe [6]) have con- 
sidered the influence of lateral and/or vertical heat- 
ing (or cooling) on enclosed fluid bodies with solutal 
stratification. Typically, these studies set out to ex- 
amine, by solving 2D forms of the Navier Stokes, 
energy and species-concentration equations for lam- 
inar flow, the dependence of the evolution of the cells 
and the fluid body as a whole on the ratio of thermal 
and solutal Rayleigh number and pertinent geomet- 
ric parameters. 

While several simple theoretical models exist to 
describe the global parameters of turbulent double- 
diffusive ID systems, numerical studies investigat- 
ing the detailed structure of such layers or multi- 
dimensional turbulent configurations are rare. Mi- 
chioku and Plate [7] have applied a one-equation 
k-1 model, in conjunction with highly simplified al- 
gebraic relations for stresses and fluxes, to a ID 
salinity-stratified layer heated from below, for which 
they also obtained experimental data. Their cal- 
culations revealed an intricate, continuously chang- 
ing multi-layer system, each layer being quite thin 
and well mixed — a structure qualitatively in line 
with that described by Turner [8]. Bergman et 
al [9] applied a low-i?e h-e model, in conjunction 
with a correlation for the turbulent. Prandtl number 
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derived by Gibson and Launder [10] from second- 
moment closure studies of buoyant flows, to several 
ID salinity-stratified layers measured by the same 
authors [11]. Hüllender and Laster [12] used the 
same model to investigate wind-induced erosion in a 
2D system. Both studies demonstrate fair-to-good 
agreement, the former with experimental tempera- 
ture distributions and the latter with salinity pro- 
files and mixed-layer thickness. However, the ef- 
fectiveness of the model appears to have been quite 
sensitive to the leve'l of background turbulence and 
a specially devised boundary condition for e at the 
lower heated wall. The only application of second- 
moment-closure to double-diffusive layers appears 
to be that of Hanjalic and Musemic [13] who used 
an algebraic truncation of such a closure to model 
the same ID saline-thermal systems examined by 
Bergman et al [9]. The most complex system, in- 
cluding an LNG-like rollover phenomenon at realistic 
thermal and solutal Grashof numbers of order 1014, 
was investigated by Pham and Petit [14] using a k-e 
model. The study was performed for idealised 2D 
conditions to examine the possible scenarios leading 
to a rollover, and no comparisons with experimental 
data were made. 

Although most real double-diffusive systems are 
multi-dimensional, the focus of several of the stud- 
ies noted above on ID turbulent diffusion reflects the 
recognition that this generic model, shown schemat- 
ically in Figure 1, features many of the challenging 
turbulence-transport processes which need to be re- 
solved if realistic systems are to be predicted cor- 
rectly. Indeed, this ID system is, arguably, more 
challenging than multi-dimensional ones as the for- 
mer normally excludes any strain (unless driven by 
wind, say), while virtually all turbulence models have 
been calibrated primarily by reference to shear flows. 

A second generic ID configuration which may be 
viewed as a principal ingredient of realistic double- 
diffusive systems is buoyancy-driven flow in an in- 
finitely tall cavity with opposite walls maintained at 
different temperatures as shown in Figure 2. In fact, 
many double diffusive systems may be considered as 
formed by an interaction of the processes occurring 
in the basic geometries of Figures 1 and 2. 

In both generic systems, the use of eddy-viscosity 
models can give rise to serious predictive errors. In 
the case of Figure 1, the erosion of stratification is as- 
sociated with buoyancy-driven fluxes which are not 
linked to the temperature or species gradients. In the 
flow of Figure 2, an eddy-viscosity model may give 
a fair representation of the wall-normal flux, which 
is driven, principally, by the temperature gradient, 
but. will fail (unless generalised in an ad-hoc fashion 
to include buoyancy generation) to give a realistic 
description of the flux in the flow direction, which 
may be larger than the wall normal flux, despite the 
zero streamwise temperature gradient.   While this 

weakness may be of little consequence to the repre- 
sentation of the mean-flow properties in purely ID 
conditions (say, that very close to a vertical wall), it 
may cause significant predictive errors in more gen- 
eral flows involving 2D/3D features, with or without 
double-diffusion, in regions which are somewhat re- 
moved from the wall. These considerations justify 
the assumption that the minimum level of closure 
likely to provide a realistic description of either case 
and certainly their interactive combination would 
need to be based on evolution equations for the ac- 
tive Reynolds stresses and turbulent fluxes. This is 
the assumption which underlies the approach in the 
study documented herein. 

The present paper thus reports our initial steps 
towards developing a turbulence model capable of 
reproducing the phenomena described above, which 
are associated with the occurrence of rollover in LNG 
storage vessels. It limits attention to a study of the 
generic elements associated with natural convection 
from vertical or horizontal surfaces, the latter in- 
cluding double diffusion. Apart from the near wall 
sublayer, variants of full second-moment closure are 
considered. The performance of these variants is ex- 
amined first by reference to data assembled by Willis 
and Deardorff [15] for a study of penetrative convec- 
tion into a thermally-stratified body. There follows 
a study of infinitely tall cavity flow by reference to 
DNS data of Boudjemadi et al [16]. Finally com- 
putations are presented for which experimental data 
have been obtained by Bergman et al [9]. 

2 MODELLING FRAMEWORK 

2.1 Introductory Remarks 

A realistic statistical description of turbulent 
double-diffusion in stratified fluids hinges on an 
accurate quantification of the fluxes of heat and 
species-concentration. The simplest possible ap- 
proach to determining these fluxes is to use an eddy- 
diffusivity-type model which relates the fluxes quasi- 
linearly to associated mean-property gradients : 

-5     n de 
<r$ axi (1) 

However, regardless of the manner in which the 
eddy-diffusivities are modelled, this is known to be 
an unacceptably simplified route, which can yield 
rates of diffusion for these types of flows which are 
seriously in error. This misrepresentation arises from 
the fact that a substantial proportion of the vertical 
fluxes are generated by buoyancy, rather than by the 
mean property gradients, hence substantial vertical 
fluxes can co-exist with very weak mean-property 
gradients. 

The reality is that any one of the fluxes is sen- 
sitively linked to all other fluxes, all active compo- 
nents of the Reynolds-stress tensor, the gradient of 
all properties, the gravitational body force and the 
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variance of the temperature and species concentra- 
tion. The nature of this complex interlinkage and 
the mutual interaction is represented exactly by the 
transport equations governing the evolution of the 
turbulent stresses, which can be derived from the 
Navier-Stokes equations: 

DUi 1 dP       d2l'i     düTüJ 
-=rr = —~ W-^-ö ^-+gi: 
Dt p dx dx] dxj (2) 

DüNJ        ( Wj  ,  düi \ ... 
-^r=-{^k-d^+UjUkd^)_       (3) 

- [ff. {ß@uj9 + ßsüjs) + gj (ßevß + ßsWs)] 

p ('dui     duj\     „   duj dvj 
+ - I —- + —-    - 2v—- —- 

p \dxj     dx,) dxk dxk 

d   (     püj püj düTüj\ 

dxk V P P 8xk ) 

and the equivalent energy and species-concentration 
equations. Thus, with 0 denoting temperature, 

D&_     d2Q     dujO 

Dt ~   ® dxj      dxj ' 

Dme        ( 50    —jrdUi 
Dt \     J dx       }  dxj 

- 9i (ß&& + ßsöt) 

(4) 

(5) 

p oxi dxk axu 

d (—3   p* de     ~duT\ 
- ä—   ukUiO + —oik - '©«i» vQ-z— I 

dxk V P dxk axkj 

— - -2~e— -27- — 
Dt ' dxi ' dxj 

- -5—   uiB2 - 'e-^— 
OXi   \ OXi 

(6) 

generative agencies require no approximation, this 
modelling strategy ensures that the linkages between 
the various correlations, which are crucially impor- 
tant for double-diffusive flows, are retained. 

In addition to the modelling challenges posed by 
double-diffusion, an important requirement is to 
quantify wall-heat transfer accurately. This is es- 
pecially important in the 2D and 3D conditions in 
which heat diffuses into the fluid through a verti- 
cal side wall, which sets up the influential near-wall 
convective motions. These motions are highly sensi- 
tive to the turbulent structure near the wall. As the 
near-wall region is semi-viscous, the modelling in 
this region must be based on low-Re closures which 
account for the complications that arise from the in- 
teraction between viscosity and turbulence. 

Although the wall-normal heat transfer is well cor- 
related with the wall-normal temperature gradient 
close to the wall, a simple eddy-diffusivity model 
does not approximate the heat-flux vector realisti- 
cally, as the flux components are interlinked and also 
coupled to the Reynolds stresses. Here again, the use 
of second-moment closure would appear to be the 
most rational route to follow. However, there are 
no well-developed closures for the turbulent scalar 
fluxes across this thin sublayer. Accordingly, across 
the sublayer an extended version of the usual k-e 
model is adopted. 

A two-layer modelling framework has thus been 
adopted which aims to provide the flexibility re- 
quired to represent both the side-wall heat transfer 
and the complexities of double-diffusive flow. Some 
details of the scheme are given in sections 2.2 and 
2.3. 

2.2 Near-Wall Sublayer 

An elaboration of the low Re k-e model of Laun- 
der and Sharma [17] has been applied across the 
semi-viscous sublayer. The turbulence energy and 
its dissipation rate are obtained from their respec- 
tive transport equations: 

The corresponding equations for mean species- 
concentration are obtained by replacing 0 and 8 
by S and s (and vice versa). The correlation be- 
tween the temperature fluctuations and the species- 
concentration fluctuations, 6s, is given by : 

DTs        (—zdS     de\ 

n +-< \ de ds 

" Wt (<" 

While these equations are exact, they contain various 
unknown terms which require closure. However, the 

Dk    d (, dk\    dUj 

D7=dx-^+^dx-)-U^dxj       (8) 

- gi {ßeut9 + ßsWs) - £, 

EL 
Dt 

_d 
dx -({v+v£)d%)-c4^^ 
- C£3T0> (ßeUiO + ßsuis) 

-c€2— + 2vvt 
(Why 
\dxk)   • 

(10) 

where i = e — 2v(dkxl2/dxk)2-   In a conventional 
eddy-viscosity model the turbulent stresses are eval- 
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uated from 

      2.   , fdUi      dUj 

where ut = Cf,pk2/i. 
The empirical coefficients are taken as : 

c» = 0.09e»p(-(1-+%«/50),),        cfl = l. 

(11) 

44, 

cc2 = 1-92 (1. - O.Zexp {-%)),    Rt = *«/„= 

ce = 1.3. 

However, such an approximation excludes the 
buoyancy generation terms from the transport equa- 
tions, and therefore, for the shear stress we make 
a local-equilibrium truncation of a simple second- 
moment closure. This leads to : 

üt> = ---[(l-C2)Pl2 + (l-C3)Gi2] (12) 
£ Ci 

which, to a first approximation, may be written (for 
single-diffusive flow): 

_ * 1 «v    =  
eci 

, fdU     d\ 
ClCnK      ——h 

""Vöy   '   d, 

+ ßgv6{l-c3j\ 

where c\ — 1.8, c^ takes its value from the conven- 
tional eddy-viscosity model, and c3 = O.5.1 

The scalar fluxes are approximated using a similar 
extension, applied to Daly and Harlow's [18] gener- 
alised gradient diffusion hypothesis, GGDH. Assum- 
ing the scalar fluxes to be in local equilibrium and 
adopting the usual linear redistribution of fluxes by 
pressure fluctuations leads to, 

J_k 
tie £ L 

+(1 - c3e)9i(ße¥ + ßste) 

«i"jj- + (1-c2»Wr"    (14) OXj OXj 

where, c\e = 3.0, C2e = 1/3 and c3e = 1/3. 
Thus, effectively, the standard GGDH formulation 

(the first term) has been modified to include the ex- 
act production terms from the mean-velocity gradi- 
ents and buoyancy (diminished by pressure fluctua- 
tions). At the very least, this practice ensures that 
a finite value for the flux is obtained for those flows 
in which the mean-temperature gradients are very 
small — or buoyancy effects are dominant. An en- 
tirely analogous equation is employed for vjs. 

1 Or, in tensor notation : 

  1 k f    s \2C   , fdUi     dUj\] 

+ (1 - c3)gi (3&^Je + 0sujs)} 

2.3 High-Re Region 

The extended k-£ model has been interfaced with 
full second-moment-closure models in the high-Re 
region. Some details of the closure approximations 
are now given. 

In the transport equation for the turbulent stresses 
(3). the production, 

Dij = - f UjUfc 
.dUj .dUi 
dxk dxk 

and buoyancy generation 

dj   =   - {gi (ß@Uj6 + ßsüjs) 

(15) 

(16) 
+gj {ßeuiö + ßsWs)} 

terms are exact and need no approximation. For 
the pressure-strain interaction, both the linear (ba- 
sic) Gibson and Launder [10], and cubic, realizable 
(Craft et al [19]) closure approximations have been 
implemented; these are given in Table 1. For the dis- 
sipative terms the assumption of local isotropy gives: 

_n,duj duj _ 2 
dxk dxk      3 

= 2v = r <$,-,■ £ (17) 

where the following transport equation is solved for 
£ : 

Dt 
d 

dxk 
(1^ + ^,)^] (18) 

The form of the £ equation is identical for the basic 
and cubic models. However, the coefficient ce2 is 
taken as a function of the stress invariants for the 
cubic model. 

basic cubic 
C<rl 1.44 1. 

Ce2 1.92 1.92/(1. +0.7 Al
2'
2 A) 

For both models the diffusion term is represented by 
Daly and Harlow's GGDH. 

Similarly, for each of the scalar fluxes, the trans- 
port equation (5) requires closure. The production 
and buoyancy-related generation terms, 

P"    S   -\UiUjdx- + Ujedx-) 

Gi6   =   -g{ (feP+ßsÖs) 

(19) 

(20) 

are determinable; the pressure-scalar gradient inter- 
action is approximated using either the basic or cu- 
bic, realizable model (both presented in Table 2); the 
assumption of local isotropy renders the dissipation 
term zero, i.e. 

86 dui 
6,.„ = (7e + i/)—- —- =0. 

dxk dxk 
(21) 
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and the Daly-Harlow proposal is used for the diffu- 
sion term. 

For the scalar variances. &2 and s2 (which ap- 
pear in the buoyant generation term in the scalar- 
flux transport equations), their respective transport 
equations (6) require approximations for the diffu- 
sion term and the dissipation term; the production 
terms again require no approximation. The diffusion 
term is closed using the GGDH, while for the dissi- 
pative contribution the following common approxi- 
mation is adopted : 

C0 
d6_ 

dxi 

R6h 

2   k ' 
(22) 

where the time-scale ratio, R, is taken as a constant. 
In this study, R has been taken as 2. 

The cross-correlation term, 6s, which couples the 
turbulent, transport of heat and species concentra- 
tion, is also determined from the solution of its trans- 
port equation (7). An analogous approach to that 
used for the scalar variances has been employed, 
namely the diffusion terms have been approximated 
via the GGDH, and a constant time-scale ratio has 
been used for the dissipation term, ie : 

Ee, = (7© + 7s) 
de ds 
dxi dxi 

R6SE_ 

2   k 
(23) 

3 NUMERICAL FRAMEWORK 

The system of strongly coupled transport equations 
are solved in a semi-implicit manner. The solu- 
tion algorithm is based on the TEAM code, which 
is described by Huang and Leschziner [21]. Briefly, 
this is a structured finite-volume solver with a stag- 
gered, orthogonal grid, which may be Cartesian or 
cylindrical polar. The code uses central-differencing 
for the diffusion terms and the QUICK (Leonard 
[22]) scheme to evaluate the convective fluxes. The 
pressure-velocity coupling is maintained though the 
SIMPLE algorithm of Patankar [23]. The equa- 
tions are discretised in time using the Euler implicit 
method. 

4 MODEL PERFORMANCE 

4.1 Single Penetrative Diffusion 

Initially, attention is directed towards the physically 
simpler cases of buoyantly-driven convection and 
diffusion arising purely from temperature gradients. 
The first case is that of an initially stably stratified 
flow, heated from below. A key feature of interest is 
the progress of the interface between the well-mixed 
lower layer and the stably stratified upper layer, Fig- 
ure 3. Such flow situations commonly arise in the 
atmosphere where the diurnal heating of the ground 
creates a near-ground mixed layer. 

As heat is supplied from below to this idealised 
two-layer system, the interface moves progressively 
upwards. If heat is supplied at a constant rate, a 
self-similar solution eventually develops (although 
the flow continues to develop in time), which al- 
lows the behaviour of any property at any time to 
be displayed by way of a single distribution. Willis 
and Deardorff [15] assembled data from a range of 
sources (some measurements from the atmosphere, 
some laboratory data), and presented them in this 
self-similar form. 

To bypass the need to generate turbulence from 
an initially quiescent field, and to bridge the viscous 
sub-layer, an initial turbulence profile is prescribed, 
and the lower-boundary values are calculated from 
empirical algebraic relations, given by Zeman and 
Lumley [24]. Thus, in these calculations, the low-Re 
k-E model is not employed: the flow is calculated us- 
ing only the high-Re second-moment-closure mod- 
els. 

Figure 2 shows self-similar profiles of some of the 
turbulence correlations. The turbulent temperature 
fluctuations, vertical heat flux and vertical velocity 
fluctuations show good agreement within the exper- 
imental scatter, even though, as indicated in Fig- 
ure 3, there is negligible mean-temperature variation 
across the region z < Zi. The predictions for the hor- 
izontal turbulent stress appear to indicate a higher 
level of anisotropy than observed in the experiments 
and environmental observations. However, overall, 
both of the pressure-strain/pressure-scalar-gradient 
models give good agreement with the observed pro- 
files. 

Whilst the two pressure-strain/pressure-scalar 
gradient models do not give decisively different re- 
sults for these flow conditions, it is interesting to 
note that, for the cubic model, there are no empiri- 
cal coefficients relating to either the buoyant terms 
or the heat fluxes, nor are there any wall-reflection 
corrections. 

4.2 Vertical Flow in an Infinite Cavity 

The buoyancy-driven flow in an infinitely tall cavity, 
which is shown schematically in Figure 2, is an inter- 
esting one to investigate, since any model applied to 
such a flow must be able to represent the wall heat 
transfer and the resulting buoyancy-induced circula- 
tion. The two^-layer approach which was described 
in Section 2 was examined and refined by application 
to this flow. 

Figure 5 compares DNS data from Boudjemadi 
et al [16] with the present closure predictions for a 
Rayleigh number, ßgD3AQ/lv of 5.4 x 105. The 
buoyancy-modified GGDH, which was used to evalu- 
ate the scalar fluxes in the near-wall region, links the 
temperature gradient and the buoyancy terms with 
the heat fluxes. With the basic model, the heat- 
flux profile clearly shows the interface between the 
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regions where the GGDH is applied and where the 
transport equations are solved. Since the absence of 
diffusive transport of u6 is the only difference from 
the basic version of the transport equation for u9 it 
would appear that it is this process which is respon- 
sible for the discontinuity in Figure 5b. In contrast. 
— though perhaps fortuitously — the cubic model 
leads to a smoothly continuous profile of u9. 

However, the cubic model returns appreciably too 
low levels of mean velocity which is partly a con- 
sequence of predicting too low levels of shear stress 
in the core, Figure 5d, and partly of too low mean- 
temperature (and thus density) gradients there, Fig- 
ure 5a. It should perhaps be noted that the DNS 
data, while unquestionably of good accuracy, gives 
rise to such low turbulent Reynolds numbers that it is 
hardly surprising that these high-Reynolds-number 
models should exhibit anomalies. Finally, before 
leaving this case, the good agreement with the shear 
stress close to the wall is noted. Interestingly, de- 
spite the mean-velocity gradient changing sign, the 
DNS data indicate a turbulent shear stress that is 
everywhere positive. This behaviour is due partly 
to a diffusion of shear stress towards the wall (from 
the core region where the shear stress is large and 
positive) and partly to the fact that the shear stress 
is affected in a stratified flow by the horizontal heat 
flux. The former effect cannot be accounted for in 
a local-equilibrium formulation but, in the extended 
formula for the shear stress adopted here, Equation 
(13) the latter effect is. This practice enables a rea- 
sonably satisfactory accord with the DNS data to be 
achieved. 

4.3 ID Double Diffusion 

The double-diffusive system initially comprises a 
uniform temperature distribution and a linear, sta- 
bilising salinity gradient, as shown schematically in 
Figure 1. This initially quiescent system is heated 
from below. The heating initiates Benard convec- 
tion, turbulence is generated and a lower, mixed 
layer develops; thus, the salinity gradient is grad- 
ually eroded. 

One of the additional complications that arises in 
calculating a flow such as this, is that the stable salin- 
ity gradient inhibits the generation of turbulence en- 
ergy. Although, in reality, the onset of heating of 
the system generates sufficient turbulence to erode 
the salinity gradient, here it is necessary to provide 
an initial level of background turbulence to overcome 
the salinity-related damping. 

The experimental data from Bergman et al [9]. 
show the development of the lower mixed layer at 
different times. Figures 6a and 6b compare the ex- 
perimental temperature profiles with predictions at 
two different times. Both closures predict the evolu- 
tion of the lower mixed layer. The computed salinity 
profiles, Figures 6c and 6d, show (qualitatively) the 

erosion of the stablising salinity gradient, as the tur- 
bulent lower mixed layer evolves. 

Bergman's calculations, based on a k—e model 
with an eddy-diffusivity-type model for the scalar 
fluxes, show turbulence energy levels two orders of 
magnitude higher than those found in the present 
study. However, calculations by Hanjalic and 
Musemic [13], who used a k-e model in conjunction 
with an algebraic flux model for the turbulent scalar 
quantities, give turbulence-energy levels in line with 
those predicted in the present research. 

5 CONCLUSIONS 

The paper has reported results obtained within 
a two-layer-modelling framework selected with the 
aim of accounting for some of the complexities of 
transient double-diffusive flow within an acceptable 
computing budget. These preliminary results indi- 
cate that the model is capable of capturing some 
of the features characteristic of the double-diffusive 
system observed in LNG storage tanks. 

In particular, the penetrative single-diffusive 
study indicated that the model can reproduce cor- 
rectly the progressive erosion of a stable stratifi- 
cation. The buoyancy-driven cavity study demon- 
strated that the model represents heat-transfer 
through a vertical wall reasonably well, although fur- 
ther development of the e equation in the sublayer 
model may be desirable to improve the overall tur- 
bulence predictions. 

The ID double-diffusion study showed promising 
results and indicated that the model should extend 
well to consideration of the 2D geometry. It is worth 
noting that in the 2D and axi-symmetric flows to 
be examined in the future, there will also be tur- 
bulence production through shear, and it is for shear 
flows that the second-moment closures have predom- 
inantly been tested. 
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NOMENCLATURE 

aij dimensionless anisotropic stress 
.4 flatness parameter = 1 — 9/8(.42 — A3) 
.42.-43   invariants of Reynolds stresses: 

.42 = üijüji. A3 = aijüjküui. 
Di 

9i 
Gi 

tensor appearing in <j>ij : 
- (üjüj^dl'k/dxj + üJükdUk/dxi) 
gravitational acceleration vector 
buoyant generation rate of u,Uj 
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buoyant generation rate of Uj9 
turbulent kinetic energy 
component of unit vector normal to wall 
fluctuating pressure 
mean pressure 
shear generation of wTwJ 
generation rate of K,-0 

generation rate of 62 

time-scale ratio 
Rayleigh number. gßD3AQ/~ti' 
Reynolds number, UD/u 
species-concentration fluctuation 
mean-species concentration 
time coordinate 
velocity-fluctuation vector 
kinematic Reynolds stress 
kinematic scalar flux 
mean-velocity vector 
vertical-velocity fluctuations 
position coordinate 
vertical coordinate 
expansion coefficient for temperature and 
species concentration 
buoyancy parameter in direction xi 
molecular diffusivity 
rate of turbulence energy dissipation 
temperature fluctuation 
mean temperature 
dynamic viscosity 
kinematic viscosity 
turbulent viscosity 
pressure-strain term of üTüJ 
pressure-scalar-gradient term of u,-0 
density 
turbulent Prandtl number 
tensor indices 
reference value 
solutal 
turbulent 
thermal 
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Pij      =     Oijl + (pij2 + <Pij3 + ofj 

Linear model: 

©O'l = -cieao- 9ij2 = -c2 (Pij - llz6ijPkk) 4>ij3 = -e3 (Gy - WijGkk) 
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1.5c y 
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where v2 is the stress normal to the wall. c\ = 1.8, c2 = 0.6. c3 = 0.5,c«,i = 0.5 and c«2 = 0.3. 

Cubic model: 

4>iji    =    -c\i (ay + ci (aikajk - a/3-42<5y)) - cay 

<Pij2   =    -0.6 (Py - i/sSijPkt) + 0.3eay (ft*/«) 

n^\Wü]Wüi (dUk     dU,\     üiük f öt'j   ,  dUi\ 

- °-21—*— \m + dTj ~ — [UiUk^;+uiUkd^) 
- c2 [A-2 (Pij - Dij) + 3amianj (Pmn - Dmn)] 

+ Co (Pij - ifyfiijPkk) + 0.1* [ay - V2 {aihakj - V3^-42)] (Pkk/e) - 0.05ayG/fcPA/ 

+ 0.1 

+0.1 

—r—Fmj + —T— -Pmi I - 73<5y —T- ro/ 

VlVjVkUj 

k2 Mij 
UlUmUkUm fin    xl?;./'^''_L^Ml   ,  nou'u»'u*"> /r> D   \1 6A*+ 13t \jrk 

+ ^rjj+ °-2—ifcH- (A* - A*) j 

003  =   " (^ + lb1)(G,j" 1/3<5^Gfcfc) + \aHGkk 

~ 19k (^p (/W + ßsW) + ^ (/W + ßsTZS)") + ^<5y0fc Ü^JÜ^i (/?e^ + ßsTJZS) 

1 
+ 8 

|^ (ßemB + /?sw7s) + -j-^ (ßeujO + ^«J«) 
umuk 

k 
-9k 

UkUiUmUj        UkUj UmUj 

k2    +     k2 

0   I     UmUj ÜmUj \  "m"n  / a    «   ,   a   \        1      Um *.*,% uju,   /       -  , 

- IQ (&—jt      9j~T~) ~T~ (ß@Un + ■SUnS^+ A9h—¥~^ (ß@Un9 + ßs^ 
lmUkUiUj 

*r.   - <?ij   =   0. 

where a = 3.1(.42,4)1/2
!c'1 = 1.2, c2 = 0.55 and c'2 = 0.6. 

Table 1: Pressure-strain models for üjvj equations 
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<j>i»      =      4>i91 + <Pi92 + 4>i 93 

Linear model: 

<Pi9i = -cie-Ujö 4>ie2 = c2eUk9-T-L <&e3 = -c$eGu 

where cie = 3.0, c2$ = 1/3 and c39 = 1/3. 

Cubic model: 

Oiex    =    -1.7 [l + 1.2 (-42.4)1/2j J?J/2| [^ (1 + 0.6.42) - O.Saik^e 

+ l.laihakjH~e\ - 0.2.41/2i?itao— 
OXj 

\ öi/      oar/. / 

±ni-5 /Öf/m       of', \ 
V oxi       dxm ) 

- 0.lUrf(aimPmk + 2amkPim) /k 

+ 0.15a„,/ I —-£- + —-i J (amkiitf - amiük6) 

-»■»5-h(^f+^£)-^(-£+-£)j 
0,-w   =    Vs9i (ße& + fc^) - 9k (ße¥ + ßs^) aik 

Table 2: Pressure-scalar flux models in U{0 equations 
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Figure 1. Schematic of double-diffusive flow. 
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Figure 2. Schematic of flow in infinitely tall cavity. 
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Figure 3. Schematic of ID single-diffusive layer. 
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Figure 4b. Fluctuating temperature. 
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Figure 4c. Fluctuating vertical velocity. 
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Figures 4.   Normalised, self-similar profiles of tur- 
bulent correlations for ID penetrative diffusion. — 
cubic,— basic, symbols experiments. 
Figure 4a. Fluctuating vertical heat flux. 
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Figure 4d. Fluctuating horizontal velocity. 
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Figure 5. Property profiles for infinitely tall cavity, 
Ra = 5.4 x 105.  — cubic, — linear, o DNS data 
from Boudjemadi et al. 
Figure 5a. Mean temperature. 
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Figure 5b. Streamwise heat flux. 
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Figure 5c. Mean velocity. 
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Figure 5d. Shear stress. 
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Figure 6.   ID double-diffusion case:  — cubic, 
basic, o experiments from Bergman et al. 
Figure 6a. Temperature Profiles at 30 mins. 
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Figure 6b. Temperature Profiles at 60 mins. 
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Figure 6c. Salinity Profiles at 30 mins. 
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Figure 6d. Salinity Profiles at 60 mins. 
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Modelling the non-local turbulent transport of momentum, heat and substance 
in the convective PBL 

B.B.Ilyushin 

Institute of Theoretical & Applied Mechanics 
Russia 

ABSTRACT 
Anisotropie properties of buoyancy effect an influence of PBL stratification mainly in the long-wave region of the tur- 
bulent fluctuation spectrum. This region corresponds to large-scale eddy formation (LSEF) containing the main part of 
the turbulence energy. The pdf s of turbulent fluctuations become essentially non-gaussian under the effects of inter- 
mittency and asymmetry of the vertical turbulent transport which are conditioned by LSEF. As a results, such (non- 
local) transport cannot be described within "standard" turbulent diffusion models of gradient type. To describe correctly 
the non-local turbulent transport, it is proposed to take into account the LSEF effects characterised by asymmetry and 
excess coefficients. The results of modelling the turbulent transport of momentum and heat in the convective PBL with 
using the elaborated fourth-order cumulant and triple-correlation models are presented. For describing the process of 
substance dispersion, the model accounting directly the effect of substance transfer by LSEF (in advection terms of the 
equation for the concentration) is used. 

1 Modelling the turbulent transfer of momentum and 
heat in the convective PBL 
Recent directions in turbulent flows research based on 
creating closed turbulent transport equations and their 
numerical solution on computers have been intensively 
developed. Such methods based on a two-parameter 
turbulence model and also simplified second-order clo- 
sure models has led to sufficiently reliable results for 
many applications. However, using these models for 
prediction of the turbulent transfer in the convective 
PBL gives results that are qualitatively incorrect in some 
cases (see, for example (1-4)). Anisotropie properties of 
buoyancy effect an influence of flow stratification 
mainly in the long-wave region of the turbulent fluctua- 
tion spectrum (5). This region corresponds to large- 
scale eddy formations (LSEF) containing the main part 
of the turbulence energy. Experimental investigations 
confirm the formation of such LSEF in stratified flows: 
turbulent spots in stable stratification and coherent 
structures in unstable stratification. The turbulent trans- 
fer is achieved mainly by the action of these structures. 
The long lifetimes of LSEF results in a fluid (pollutant) 
particle, being absorbed in the field of such an eddy and, 
being transferred a significant distance by LSEF without 
any appreciable direction change. This feature is not in 
agreement with postulates of Euler's theory of turbu- 
lence diffusion in which the turbulent transfer is consid- 
ered analogous to Brownian motion; that is, a random 
wandering process. As a result, such (non-local) trans- 
port cannot be described within "standard" turbulent 
diffusion models of gradient type. The pdf s of turbulent 
fluctuations become essentially non-gaussian under the 
effects of intermittency and asymmetry of the vertical 
turbulent transport which are conditioned by LSEF. 

1.1 On application of the MUlionshikov's quasinor- 
maliry hypothesis 

To describe correctly the momentum, heat and substance 
transport in stratified turbulent flows, it is proposed to 
take into account effects (on turbulent transport) of in- 

termittency and asymmetry within the statistical mo- 
ments model. For this purpose the closure model is pro- 
posed wherein the third-order correlations (asymmetry 
of PDF of thermohydrodynamic fields fluctuations) are 
calculated from differential transport equations. The 
quasi-normality Millionshikov hypothesis, which as- 
sumes zero fourth-order cumulants (excess coefficients) 
is normally used to determine processes of turbulent 
diffusion connected with the fourth moments thus cre- 
ating semi-empirical second- and third-order turbulence 
models. Using this hypothesis in the transport equations 
for triple correlations allows one to join the terms of 
turbulent diffusion and production of non-linear interac- 
tion of fluctuations. The third-moment differential 
equations are of first order and do not take into account 
the essential mechanisms of the triple correlations that 
result. This mechanism is connected closely with the 
irreversibility of the energy-transformation process from 
large-scale eddies to dissipative ones. It was taken into 
account in (6-7) using the procedure of "clipping" the 
triple correlation values in accordance with the general- 
ised Schwartz inequalities (the 'clipping' approximation). 
It is obvious that such a procedure is physically incor- 
rect. It has been shown in modelling (8) the propagation 
of a passive scalar from line sources and in modelling 
(9) turbulence structure in the stable-stratification mix- 
ing layer that the necessary mechanism of triple correla- 
tions decreasing can be taken into account by additional 
diffusion terms in the third-moment equations. As it is 
known, using of the quasi-normality hypothesis in some 
cases gives the results which are contrary to physical 
laws (5) (for example, in (10,11) negative values appear 
in the turbulence kinetic energy (TKE) spectrum). The 
latter is a consequence of the fact that for fixed second 
and third moments the probability distribution with zero 
fourth cumulants cannot exist; it is connected closely 
with the inadmissibility of arbitrarily cutting the Taylor 
series for the characteristic functional logarithm. Veloc- 
ity fluctuations of large-scale convective eddies corre- 
spond to small values of wave vector k of the TKE 
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spectrum. The inadequacy of the Millionshikov hy- 
pothesis for three-dimensional turbulence (it is displayed 
as a region of negative values in the TKE spectrum at 
small wave number) shows that using the hypothesis can 
be the reason for turbulence models incorrectly de- 
scribing transport due to LSEF. It has been shown in 
(11) that for prediction of the early stages of turbulence 
the use of the quasi-normal hypothesis (i.e. the assump- 
tion of zero fourth-order cumulants) is limited to small 
fluctuation magnitudes in which third moments are 
small. On the other hand, using the hypothesis assuming 
zero fifth-order cumulants (for non-zero fourth-order 
cumulants) allows the width of applicability of the 
model to be markedly widened. The same strategy has 
been also employed in the present research. 

1.1 Fourth-order cumulants model 
The fourth-order cumulants for a Boussinesq fluid are 
written as: 

<v— 
MJkl 

Cijhn -7T- + Ctjk$Sm?>lm 

13/ 
d<uku,> d<ujuku,> 

8< UM, > d< u,uk > 
+ < ","*"m > rf + < UjU,U„ > ' 

By the same way, the models for the mixed cumulants 
are derived: 

x J_   I"        Quk 50 

+ < UtUjUn > —^—+ < ußun > r + 
8xm 

<"i"m> 
d<UjUt6> 

8xm 
+<6u„> 

3 < v,UjUk > 

Cykl =<«,■«/"*«/ >-<uiuj xuku,>-<UjUk xUju, > 

-<UjUj XUkUj >, 

CijkS =< uiujuk® >'< uiuj X "*6 > - < UjUk X UjQ > 

IM 

-<ufiX UkUj >, 

Cifi6 =<u,Uj&2 >-<u,Uj xe2 >-2<«,9xUjQ>, 

C/eee =< ".63 > -3 < u,6 x 62 >, 

Caflee =<64 >-3<62x62>, 

The transport equation for fourth-order cumulant Cijki 
assuming zero fifth-order cumulants in the high Rey- 
nolds number can be written as 

8 C„, 
4jkl ' Cijkm -T C(/»ßSm8m/ 

yu__y 

8p_ 
8x, 8x„ 

8p_ 
8xm 

~ < «j"k > U ■£-) h < ul»j"m 

-<U,U„> 

8 < UjU) > 

8<UjUkU/ > 

8<ukui > 

8 < UjUt > 

111 

~ < »i«k«m > Z-^ < Uj»k»m > TJ 
ÖX, 

where symbol £ means the sum of functions with the 
cyclical   rearrangement   of  indexes   (for   example: 
EijuFfUuUj Ufc«;,Mm)= F(Ui,Uj,Uk u,,u„)+ F(u,,ui,Uj,uhuJ + 
F(uk,u,,ui,Uj,uJ+ F(Uj,uiluhui>uJ). With the relaxation 
model applied to the cumulant of the pressure containing 
correlation (the terms in the braces), it is possible to 
derive from 111 the algebraic model for the cumulant Cya 
in the stationary case: 

Ci«e = _ 
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8Uj j 8® 

3<UjU,6>                     ö<a,e>                8<uß2> 
+ <e"m> TT—+2<uiBum>—-f—+<uium>—-f  

«*m OXm a*™ 

3<e2> 
+ <6"m> T-J—+<uluJum>      - 8x„ J 8x 

Qe [ &m SXm 

/A/ 

8xm 

d*m d*m     J 

+4<Ume> 
a<e3> 

8xm 

4 C^eee T—+6 < «m62 > —— 
OXm OXm 

Since the relaxation mechanism in transport equations 
for the cumulants is conditioned by different physical 
processes, the coefficients C4, C4B and C4ee are distin- 
guished. 

The Schwarz' inequalities for the triple correla- 
tions is following: 

< uf x Uf > - < uf >2S 0, 

151 <ufxufB2 >-<ufQ>2>0, 

<e2xe4>-<e3>2£0. 

Necessary relaxation of the triple correlations by Andre 
et al. (3) has been achieved by clipping their values 
(cupping approximation) with use of the generalised 
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Schwarz' inequality (using the quasinormality hypothe- 
sis). Taking into account 151, the more strong inequality 
for the cumulants can be written: 

-ijkl ' 

~lfi6 ; 

""0000 ! 

< ufe >2 

<uf> 

<ez> 

161 

Conditions 161 are used to estimate values of the coeffi- 
cients C4, C4g and C46e. For this, decay of homogene- 
ous turbulence and heat dispersal process in the case of 
non-zero third- and fourth-order cumulants at initial 
conditions (marking by subsymbol zero) is considered 
satisfying the following relations: 

< w  >=< w  >„ exj 

< u,9 >=< ufi >, 

•BJ 
■Cm — 

<62 >=<92>0exp|-r 

o exw-Csee-l 

< w   >=< w  >„ exp 

< ufe >=< ufd >0 exj 

<e3>=<e3>0 

Cy« - C//*/0 

/7/ 

«p -Ce UÜUU 0 

Then, it follows from /6/ taking into account /7/ that: 
C,<2C, -i, C4$<2C3e -r and C4$e<2Cm -C,6. Using 
the model /3//4/ for the cumulants in the stationary case 
assumes that the fourth-order cumulant's relaxation 
speed is quicker than the triple-correlation one. There- 
fore in calculations the upper values C4= 2C3 -1, 
C4e=2C3e -r and C4gg = 2C3ee -Cte of this estimation are 
used. 
1.2. Cumulants model testing. 
The absence of detailed experimental data base on 
fourth-order cumulants in the convective PBL does not 

allow us directly to check the physical correctness of 
elaborate cumulants model applied to the noted types of 
flows. Cumulants models are tested on the basis of 
comparison of measured and calculated excess coeffi- 
cient distributions in the neutrally stratified boundary 
layer on a plate (12). The experimental profiles of 
<w2> and <w3> are interpolated by analytic functions 
and are used for calculation of the kurtosis coefficient 
Kw=<w4>/<w2>2 (w is the vertical velocity fluctuation). 
Since the distribution of turbulence time-scale T or dis- 
sipation s are absent in (12), in this case the assumption 
of correctness of algebraic triple-correlation model is 
used: 

3T       2    d<w2> 
C3 & 

HI 

where C3 is the coefficient of the model (the values of 
coefficients see below in a table). The model of the 
cumulant C3333 in a neutrally stratified case is obtained 
from/3/: 

6<wJ>- 
d<w > 

8z 
-+4<wz>- 

d<w  > 

& 191 

Then, from 191 taking into account /8/ expression for 
calculation of C3333 can be written: 

C3/3 
2C, 

,<w3>2 ,    d<w2 >/dz 
6 z h4<wJ > 

5 <w2 > /& 
.   /10/ 

The result of calculation of kurtosis coefficient by /10/ is 
show in fig.l. It can be seen that the calculated profile 
of kurtosis is in a good agreement with the experimental 
data. 

1.3 Modelling the convective PBL evolution 
The gradient type third-order moment models (3,4) used 
at the present paper can not describe in agreement with 
experimental data a behaviour of both the skewness 
factor Sy, and the vertical flux of the turbulent kinetic 
energy <wE'> (E'=l/2uiU,) across the whole height of 
the PBL, from the ground up to the upper boundary. 
Moreover, in the surface layer the calculated skewness 
factor is negative in contrast with the observed data 
(13). Andre et al. (6) retained the full third-order mo- 
ment prognostic equations without eddy damping terms. 
The profiles of <wE'> calculated by Andre's model are 
positive across the whole height of the convective PBL, 
but they were forced to clip the third-order moments. It 
can be noted that such procedure is not physically cor- 
rect. Furthermore, the model (6) is unnecessarily com- 
plex. The results of the convective PBL modelling by 
the new triple correlations models with using the alge- 
braic fourth-order cumulants model /3,4/ are presented 
in (14). Analysing of separate terns contributions to the 
common balance of transport equations, it is supposed to 
construct an algebraic version of the triple-correlations 
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(z-d)/ö 

Fig. 1. The distribution of dispersal a^,=<w2>'/2, asymmetry Sw=<w3>/a^ 3 and kurtosis Kw=<w4>/aiv 
4 coefficients of vertical 

variance: lines correspond to interpolated functions for a„ and S^ line on the the right diagram is the calculated profile of 
kurtosis Kw with using /10/; symbols are experimental data (12). 

model (15) containing computational effectivity with 
reliability of obtained results. This algebraic triple- 
correlation model is used in the present work. 

The model of turbulent transport in the PBL 
homogeneous in horizontal plates (15) includes equa- 
tions for the mean wind components Ux and Uy, mean 
potential temperature 0, its dispersion <02>, vertical 
<w>2> and horizontal eh components of the turbulent 
kinetic energy, and its dissipation s. The shear compo- 
nents of the Reynolds stress tensor <ujuj>, horizontal 
components of the turbulent kinetic energy e* as well as 
heat flux <Uj9> are calculated by the gradient transport 
models taking into account both anisotropy of turbulent 
transport and dependence of the turbulence time scale 
on the Brunt-Vaisala frequency N (N2=ßgd&/dz). The 
triple correlations <w3>, <w29> and <w02> are cal- 
culated from the algebraic model (15): 

<w3>= - 
C3 

2     5<W2> <vr> + 
& 

**&? e<e> 

C3C3e|l+-4r-t^2 

GsPx 

& 

<iA: 2t|ßg < w2 > e<e2> 

PA» hs*") & /ii/ 

;^>=-   , *3<^>      g<e2> 

(1+^H 
where r3 is the time-scale of relaxation of the triple cor- 
relations calculated in (16) taking into account the Kol- 
mogoroff spectrum of turbulence fluctuations: 

l + H(N2)—x2N2 

18 

H(N2) = 
OwhenW2 <0 

lvihenN2ZO 

The details of elaboration of the triple correlations 
model (algebraic and differential) and definition of val- 
ues of model coefficients can be seen in the paper (17). 
These values are used in the present work: Cs=4.0, 
C3g=5.0. 

Fig.2 shows the calculated profiles of the sec- 
ond- and third-order correlations (different lines corre- 
spond to time from 10 a.m. to 5 p.m.). For comparison 
the observed data are also shown in Fig. 2 (from (1) for 
second-order moments and from (5) for third-order mo- 

ments). Here it can be seen that the results of calcula- 
tion are in agreement with the experimental data, in par- 
ticular, the calculated profiles of <w3> and <E'w> are 
positive in the whole height of the PBL including the 
surface layer. The calculated profiles are used for mod- 
elling the pollutant spreading in the convective PBL. 

2. Modelling the turbulent transfer of substance in 
the convective PBL 

Experimental and theoretical investigations confirm the 
formation of LSEF in the convective PBL characterised 
by the long lifetimes and periodicity (1,18). A fluid is 
transported by such LSEF (coherent structures) from 
Earth's surface, where the turbulent energy is generated 
by wind shear, to the top of PBL and from the top of 
PBL, where the turbulent energy is suppressed by sta- 
bility stratification, to the surface. Such asymmetrical 
mechanism of the vertical transport and the effects of 
intermittency of small-turbulence fluid from the top of 
PBL to the mixing layer are conditioned by the positive 
value of the correlations <wE> and <wJ> in the con- 
vective PBL. For describing the process of passive 
pollutant dispersion the model can be account an influ- 
ence of coherent structures who play a key role in the 
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<w92>w,/Qo <w2d>/Qgw, 

Fig. 2. Results of simulation of the connective PBL evolution: solid lines are calculated profiles of second- and third-order 
correlations (different lines according to time from 10 a.m. to 5 p.m.); symbols are the experimental data. 

turbulent transfer of substance in the convective PBL. 
In the present work to model the spreading a passive 
pollutant in the convective PBL, it is proposed to de- 
velop a method, which is intermediate between the sta- 
tistical moments method and the large-eddy-simulation 
approach. The velocity field of large-scale eddies 
(coherent structures) corresponding to a long-wave re- 
gion of the turbulent fluctuations spectrum is recon- 
structed from calculated distributions of moments of 
vertical velocity fluctuations. The transfer of scalar by 
coherent structures account in the model directly, 
namely in the advection terms of the scalar concentra- 
tion transport equation. To account for the pollutant 
turbulent diffusion due to "background" turbulence cor- 
responding to the inertial interval of the turbulent fluc- 
tuations spectrum, the "standard" models of statistical 
moments are applied. Calculations of substance disper- 
sion correspond to 3 p.m. of the PBL evolution 
(developed PBL). 

2.1 Method of reconstruction of the velocity field of 
the coherent structures in the convective PBL 

The pdf of turbulent fluctuations of the vertical velocity 
is represented as a superposition of two independent 
distributions: inertial interval of turbulent spectrum 
(background turbulence) Pb(u) and large-wave region of 
spectrum (coherent structures) pdf Pe(v) (u and v are the 
vertical velocity fluctuations of background turbulence 
and the vertical velocity field of coherent structures, 
correspondingly) 

P(u,v) 

+—exp\-~ 

■exp' 
(m+-v)2 

2(c+
c)

2 

■vf 

2f<^/ 
/12/ 
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where crb is the dispersion of background turbulence; a 
and a are the weight coefficients, ac * and ac' are the 
dispersions, rrC and rri are the centers of distributions of 
upflow and downfiow of coherent structures, corre- 
spondingly. Considering the total turbulent velocity 
fluctuation w as the sum of u and v, one can receive the 
total PDF: 

P(w)= \P(u,v)S(w-u-v)dudv 

2w+   *]_       2a2.     ]    2*a_   ^       2ff? 
, 713/ 

where aJ=(ac
+)2+<rb

2 , a.2=(<7c')
2+ab

2 . From the con- 
ditions 

\p(w)dw = l, \wP(w)dw = 0, f\4f 

R R 

\w2P(w)dw =< w2 >,    \w3P(w)dw = Swa3, 

R R 

(<r =<w2>1/2 is the dispersion and Sw=<w3>/<w2>3/2 is 
the skewness factor) the connections for a , a", o+2, o:2, 
rn and m" are following: 

a++a-=l, 

a+m* +a~m~ =0, 

/15/ 

fl+[(m+/ +3m+a2.]+fl"[rm";3 +3m_o2.] = 5H,o3, 

The conditions for a2 and a2 are found from the as- 
sumption (19) that the square of dispersions a2 and a.2 

can be equal to the square of centers of distribution 
(rnf and (m'f correspondingly. Necessary condition 
for closure of the equations set (for ob) is found from the 
wavelet model (20). The simplified eddy with the typi- 
cal wave number ky is considered in a form of the lo- 
calized perturbation of energy in the wave number space 
(wavelet) with the energy E^EQQk,. This considera- 
tion ensured the cascade transfer of turbulent energy 
from large-scale eddies to dissipative eddies. In the 
present work the coherent structure in the convective 
PBL is assumed to be the wavelet containing the energy 
Ec=as2/3kma;

2/3 (a=1.6 ± 0.02 is Kolmogoroff constant 
(21)), it,*« is the maximum of the spectrum of the tur- 
bulent energy. The total turbulent energy is equal to 

l\6l 
*-. 

oX=5.88z/z. 
O    o 

Eb/<w2> 

"max 
Fig.3. The calculated profile of X^ and the ratio 
Eb/<w2>, symbols are the experimental data (1). 

Regarding this result, fc^is expressed as imat=(2o/£//2£ 
and then Ama=2n/kmax. The calculated profile of ^ 
and the ratio Et/<-W2> are shown in fig.3. Here it can be 
seen that the calculated distribution of A^a is in agree- 
ment with the observed data (1) in the whole. The dif- 
ferences between the calculated and measured (1) pro- 
file of Ana near the inversion layer and in the upper part 
of the PBL can be connected with an insufficiency of 
using the simplified pressure-strain correlations model 
in the stable stratification region. The calculated ratio 
Eb/<w2> is equal to 1/3 in the mixing layer of PBL. 

P( w) wt 

0.5 r 

This result can be obtained by another way: Wvo. 

E*   [ae2/3k-s/3dk+-Ec=2Ec. 

«I 2 717/ 
Fig.4. The reconstructed profile of pdf of the vertical 
velocity fluctuations. 
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Fig.5. The reconstructed velocity field of the coherent 
structure in convective PBL. 

Analysis of the experimental spectrum of <w2> in the 
atmosphere (5) gives the same result E}/<W

2
>&1/3. The 

necessary condition for the dispersion of the background 
turbulence o» is: Ot= l/3<w2>. 

The results of reconstruction of pdf with using 
the calculated distributions of the second- and third- 
order moments are shown in fig.4. It can be seen that 
the results of reconstruction of pdf correspond to the 
observed data: an upflow within a coherent structure 
with larger turbulent energy (ac) and larger velocity 
(m+) occupy smaller region (of size « Pc(m

+)< Pc(m')) 
than a downfiow with smaller energy (cr/<crc

+) and 
smaller velocity (m~<m+). 

The horizontal size of two coherent structures 
is equal to /!„«. This fact follows from the continuity of 
velocity on the border between the coherent structures. 
The size of a horizontal region of the coherent structures 
(where the vertical velocity is equal to w) is taken to be 
proportional to the probability Pc(w): 

dx 
./2 

■■ Pc(w)dw mi 

The vertical velocity field of the coherent structures 
w(x,z) can be found from the differential equation /18/. 
The horizontal velocity field u(x,z) is determined from 
the equation of mass conservation: 

du    dw 
dx    dz 

or u(x,z) = -j- 
dw(x,z) 

dz 
<&. /19/ 

The result of reconstruction of the coherent 
structures velocity field (u,w) in the convective PBL is 
shown in fig 5. 

2.2 Modeling the turbulent transport of substance 
For describing the process of substance dispersion in the 
convective PBL, the model accounting directly an effect 
of the substance transfer by coherent structures (in ad- 
vection terms of the equation for the crosswind inte- 
grated concentration (4)) is used. For accounting the 
substance turbulent diffusion under the effect of back- 
ground turbulence, the "standard" gradient diffusion 
model is applied: 

—Z-+(U + u)—y- 
dt dx 

acy   d 
+w — =  

_ o       dCy 

& 
/20/ 

where C, is coefficient of the model. The value of C, is 
determined from the condition that the coefficient of 
turbulent diffusion near the surface approximated by 
KUti (5): 

C,x <w2>- r->0     3    ' 
_f0_ 
So 

, 2 
*4.5 — Cxxuz: 

3   * 
> C, « 0.07 

The results of simulation of the pollutant jet 
spreading from sources placed both on the PBL ground 
surface and in the middle of the mixed layer are pre- 
sented. The averaging (over one period t^JU^) cross- 
wind integrated concentration fields are shown in 
figs.6,7. A near-ground source was realized at 
zJzi-0.068. The maximum concentration centerline 
(e.g., the locus of maximum concentrations) firstly 
moves parallel to the surface and then starts to rise rap- 
idly at the downwind distance x*=0.5 (x*= xwJfaUJ), 

Fig.6. Calculated non-dimensional crosswind integrated concentration CfrU/qo for point sources of height z/z,=0.067. 
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Fig.7. Calculated non-dimensional crosswind integrated concentration for point sources of heightz/z,=0.5. 

creating the local maximum of concentration near the 
inversion layer. This maximum is placed at the height 
of z=l.lzi at about x*=2.0. This is the same distance 
downwind as observed in the laboratory experiments of 
Deardorff and Willis (21) (x'=1.75), but the height is 
higher (z=0.75 zt in (22)). This difference between the 
calculation and the experiment data (22) can be connect 
to larger size of coherent structures at calculation (see 
fig- 3, kmjzj) near inversion layer then in observed data 
in PBL. At about x*=2.5, the centerline begins to de- 
scend back into the middle of the PBL in a manner 
similar to the laboratory results. 

The plum centerline for the midlevel elevated 
source descends rapidly, impinging on the ground at 
x*=0.P, with a maximum concentration there of Cy=1.8 
q^fZiUJ (see fig.9).   Both these features are in good 

6- 

Fig.8. The calculated ground-level concentration (solid 
line) compared with the corresponding value from the 
laboratory experiment (solid circles) for source height at 
0.067 z, 

agreement with the experiments (23). The plume then 
rebounds from the surface, producing a second line of 
high concentrations which rises near inversion layer. 
The calculated (lines) and observed in (22,23) (symbols) 
ground-level concentrations are shown in fig.8,9. 

The calculated behavior of the plum centerline 
for both cases with a source situated near the ground and 
with source situated in the middle of the mixing layer 
correspond to Willis and Deardorff s tank experiments 
(22,23). It should be noted that these laboratory ex- 
periments had not wind-shear and Koriolis effects in 
contrast with the natural PBL observation and simula- 
tion. 

Fig. 10 shows the calculated instantaneous (quasi- 
instantaneous, because the LSEF are reconstructed in 
these calculations only) crosswind-integrated concentra- 
tion field for the ground-source situation. The pollutant 

0 1 2 x 

Fig.9. The calculated ground-level concentration for 
source height at 0.5 z,. Line and symbols are as in fig.8. 
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Fig. 10. The calculated instantantaneous crosswind-integrated concentration field for the ground-source situation. 

particles can be used for visualization of fluid entrain- 
ment from the upper part of the PBL to the mixing layer 
by the coherent structures. This effect results in the in- 
termittent structure of concentration field. Fig. 10 shows 
the collapse effect of the pollutant plum near the inver- 
sion layer also. These effects cannot be described 
within simplified second-order closure models. 

3. Conclusion 
The presented results of modelling the turbulent transfer 
of momentum and heat in the convective PBL show that 
the elaborated fourth-order cumulants model can be 
used for parameterization of the fourth-order moments 
in the triple correlation model. The algebraic version of 
the triple correlation model gives the results corre- 
sponding to the experimental data for the second- and 
third-order moments and can be used for simulation of 
evolution of the convective PBL. The present method 
of reconstruction of pdf and velocity field of the coher- 
ent structures in the connective PBL is allowed to ac- 
count directly the coherent structures effects (in advec- 
tion terms of the equation for the concentration) for cal- 
culation of the pollutant jet spreading from a point 
source in the convective PBL. 
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4. Nomenclature 
a+, a   are weight coefficients of upflow and downflow 
in pdf; 
Cj, Cig,... are models coefficients; 
Cy is crosswind-integrated concentration of substance; 
Ciju, Cyice,... is fourth-order cumulant; 
E-l/2uiUi is turbulent kinetic energy; 
g is gravitational acceleration; 
Kw-<w4>/<\V2>2 is kurtosis of vertical velocity; 
kmax is maximum of the turbulence energy spectrum; 

m+,m' are centers of distributions of upflow and down- 
flow in pdf; 
Nis Brunt- Vaisala frequency (N2=ßgS0/dz); 
p is pressure variance; 
Qo is surface temperature flux; 
q0 is surface temperature flux; 
r=i/Tgis ratio of time scales; 
Sw=<w3>/<w2>3/2 is skewness of the vertical velocity; 
u is horizontal velocity variance; 
Ui is mean velocity vector; 
w. is friction velocity; 
ut is velocity variance vector; 
w is vertical velocity variance; 
w*=(ßgziQQ)1/3 is convective velocity scale; 
zt is height of inversion; 
ß=l/0is volumetric expansion coefficient; 
ffis dissipation rate of turbulent kinetic energy; 
K=0.41is Karman constant; 
Ämax=2n/kmax is wave length corresponding to £„«; 
©is mean potential temperature; 
0is potential temperature variance; 
oj is dispersion of background turbulence in pdf; 
a+, a are dispersions of upflow and downflow in pdf; 
T=E/eis time scale of turbulent velocity variance; 
Te is time scale of turbulent temperature variance. 
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EFFECTS OF ROTATION ON UNSTABLY STRATIFIED TURBULENCE 

S. Tsujimura, 0. Iida and Y. Nagano 

Department of Mechanical Engineering 
Nagoya Institute of Technology, JAPAN 

ABSTRACT 
The mechanism of heat transport in geostrophic flows under various density stratifications has been studied 
by using both direct numerical simulation and rapid distortion theory. It is found that under both unstable 
and stable stratification with rotation, baroclinic vortices are formed. The effects of the non-linear term on the 
generation mechanisms of baroclinic vortices are investigated in detail. 

1   INTRODUCTION 

In geophysically and astrophysically important flows, 
two kinds of body forces, i.e., the buoyancy and Cori- 
olis forces, are simultaneously imposed. Recently, 
increasing attention has been paid to their mixed ef- 
fects on turbulence to resolve planetary circulation 
issues. 

The density stratification associated with the 
buoyancy force can be classified into two categories, 
i.e., stable stratification and unstable stratification. 
The mixed effects of the Coriolis force and the un- 
stable stratification on turbulence are studied mainly 
on the convection problem observed in wall-bounded 
flows.f1-8] The flow pattern of Rayleigh-Benard con- 
vection under rotation can be classified approxi- 
mately by both Rayleigh number and Taylor num- 
ber. The experiments of Boubnov k, Golitsynt4'5!, 
Fernando et ali6'7!, and Sakai^ have been performed 
at sufficiently high values of Rayleigh and Taylor 
numbers to generate turbulent convection. When 
the Rayleigh number is below the critical value, the 
fluid is at rest and heat transport is accomplished by 
thermal conductivity. This critical Rayleigh num- 
ber is the minimum Rayleigh number required for 
onset of convection, and was first found as a func- 
tion of Taylor number by Nakagawa & Frenzen.^ 
However, even beyond this critical Rayleigh number 
typical Rayleigh-Benard convection does not appear 
when imposed rotation is sufficiently large, while thin 
elongated vortex columns with vertical axis are gen- 
erated between the two walls. It is also found that 
the horizontal scale of these vortex columns becomes 
small as Rossby number decreases, while their verti- 
cal scale increases and more intense isolated vortex 
columns can be observed. Almost all these vortex 
columns are cyclonic, which can not be explained 
sufficiently in these experiments. 

Direct numerical simulations and large eddy 
simulations of the rotating Rayleigh-Benard convec- 

tion have been carried out by Raash & Etling^, 
Cabot et alJ-10^ and Julien et aÜ11'12! Their results 
were qualitatively in good agreement with the pre- 
vious experiments, although exact comparisons were 
not possible due to different values for Rayleigh, Tay- 
lor and Prandtl numbers. In both the numerical 
studies of Cabot et aÜ10! and Julien et alJ11'12], two 
kinds of surface boundary conditions, i.e., non-slip 
and free-slip walls, were imposed on the channel, 
and the effects of wall boundary condition on vor- 
tex columns and heat transfer associated with them 
were discussed in detail. Julien et alJ12^ found that 
the vortex columns became cyclonic in the process in 
which stationary fluid was ejected toward the central 
region of a channel by buoyancy, and the vorticity 
in the generated plume was intensified by the vor- 
tex stretching associated with the horizontal conver- 
gence of the flow. However, it is still unknown how 
the buoyancy force, Coriolis force and especially the 
non-linear term affect their generation, respectively. 

The generation mechanism of vortex columns 
was also studied by the experiments and numerical 
simulation of injecting dense saltwater into rotating 
water tankJ13~16l The saltwater sank into the under- 
lying less-dense homogeneous water forming a grow- 
ing three-dimensional (3D) turbulent layer. When 
the turbulent front reached a transition depth, Cori- 
olis force affected turbulence and quasi-2D vortex 
structures were generated beneath the 3D turbulent 
mixed layer. These vortices then penetrated down- 
ward to produce vortex columns and eventually oc- 
cupied the rest of the tank beneath the upper mixed 
layer. In these previous experiments, the parameters 
governing the characteristic length and velocity scale 
of the vortex columns were determined. 

The vortex columns are closely associated 
with the dust-devil observed in the lower atmosphere 
near the ground^ and the oceanic vortices associ- 
ated with hydrothermal plumesi17] Hence, the ro- 
tating turbulence under unstable stratification is im- 
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portant, especially in the geophysical flows. Unfor- 
tunately, all of these studies were conducted on wall- 
bounded flows, whereas there are none for the ho- 
mogeneous turbulence which is equally important in 
the geophysical flow. In homogeneous turbulence, it 
is possible to investigate the generation mechanism 
of vortex columns by expansion of velocity fluctua- 
tions into Fourier spectra in all directions. 

Homogeneous turbulence has been used as an 
objective flow field, although to the authors' knowl- 
edge there is no previous DNS study on rotational ho- 
mogeneous turbulence under unstable stratification. 
The effect of rotation has been successfully demon- 
strated in the studies on homogeneous turbulence 
without buoyancyi18-22! All these numerical simu- 
lations and experiments showed a quasi-two dimen- 
sionalization, where integral-length scale increased in 
the direction parallel to the rotational axis. However, 
no study has ever noted the marked tendency for the 
velocity vector to align itself perpendicular to the ro- 
tational axis, as predicted by the Taylor-Proudmann 
theorem. Another remarkable feature is that the ro- 
tation reduces the non-linear triad interaction and 
the energy cascade of turbulence. Thus, turbulent ki- 
netic energy is piled up at low-wave numbers, while 
high-wave-number energy decreases markedly. The 
experiment of Komori et ali23^ showed that under 
unstable stratification, turbulence activity was en- 
hanced over all wave numbers and the energy cas- 
cade. Hence, the effects of rotation and stratification 
are in conflict with each other. 

The effects of rotation on stably stratified 
turbulence are also investigated in detail in the 
present study. One of the most interesting phenom- 
ena associated with the combined effects of the Cori- 
olis and buoyancy forces is the generation of baro- 
clinic vortices of which axises are aligned in the ver- 
tical direction. Previously, the effects of rotation on 
stably stratified turbulence has been mainly stud- 
ied with the geostrophically approximated equation 
for the potential vorticity, where the effects of the 
non-linear term are totally neglectedi24'25'26! In the 
quasi-geostrophical equations, there should be no dif- 
ference between the cyclonic and anticyclonic baro- 
clinic vortices. Metais et al.^27^ carried out three- 
dimensional numerical simulations of strongly strat- 
ified and rotating turbulence. Their study shows 
the inverse energy cascade which represents the two- 
dimensionalization of the flow due to stable stratifi- 
cation. However, their study is limited especially to 
the effects of stable stratification on turbulence. We 
have still few knowledge on the effects of the non- 
linear term on the baroclinic vortices. 

The main objective of the present study is 
to numerically investigate the combined effects of ro- 
tation and stratification on turbulence. The three- 
dimensional Navier-Stokes equation with the Boussi- 
nesq approximation is solved, and the coherent struc- 

tures and heat transfer in geostrophic flows are stud- 
ied in detail. 

2   NUMERICAL PROCEDURE 

All computations are carried out in the domain of 
a cubic box of which sides are set to be 27T, and 
periodic boundary conditions are assumed on each 
side. The cubic box is also assumed to rotate around 
the x3 axis. Both the mean temperature gradient 
(Se = dQ/dxz) and the gravitational acceleration g 
are imposed in the x3 direction. 

The parameters included in the governing 
equations are kinematic viscosity u, thermal diffusiv- 
ity a, angular velocity Q, and buoyancy parameter 
gß, where ß represents the volume expansion rate. 
The typical values studied are listed in Table 1 . In 
the table, neutrally stratified cases are designated 
by an N, and stably and unstably stratified cases are 
represented by S and U, respectively, while rotation 
is designated by a following R. Because the gravi- 
tational acceleration g is imposed in the downward 
direction, the negative mean temperature gradient 
indicates the unstable stratification, while the posi- 
tive gradient makes the flow field stable in the dy- 
namical sense. In all stratified cases with rotation, 
i.e., Case NR1 and UR1, the rapid distortion the- 
ory (RDT) is applied as well as the direct numerical 
simulations. From Case N to UR6 listed in Table 1, 
the same energy spectrum (ESI) is used as the initial 
condition, while from Case UR7 to TJR12 the other 
initial energy spectrum (ES2) is used. The energy 
spectra ESI and ES2 are defined in the following: 

ES1(/CI,K2,K3) = 0.018K2exp i-^- J ,      (1) 

ES2(/c1,K2,/c3) = 0.18/cexp(-|) , (2) 

where ES2(/ci,/C2,0) is set to be zero. In the above 
equation, K; represents the wave number in the i- 
th direction, while K is the three-dimensional wave 
number. In the energy spectrum ES2, the velocity 
fluctuations at «3 = 0, are set to be zero, indicating 
that there is no integral scale in the £3 direction. 
It should be noted that without the initial integral 
scale, RDT can not predict any evolution of velocity 
fluctuations of «3 = 0. 

The numerical procedure is based on the 
pseudo-spectral method where the governing equa- 
tions are discretized by the Fourier-collocation 
method. The maximum number of grid points used 
in the study is 643. The second-order Runge-Kutta 
method is used for the time integration. The initial 
condition of the velocity field is artificially generated 
isotropic turbulence without any temperature fluctu- 
ation. Temperature fluctuations are generated spon- 
taneously by turbulence activity under the imposed 
mean temperature gradient. 
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Table 1: Computational conditions for neutrally and unstably stratified flows 

Case N  |  NRl  | NR2 u URl  | UR2 UR3  |  UR4 UR5  |  UR6 UR7  | UR8 UR9  |  UR10 URll   |  UR12 

Ng 323 643 

V 0.0243 0.012 
Pr 0.71        |    10 0.71 

Se 1 -1 

gß 0 0     |     0 4 4 1 4 1 4 16 4 1 4 1 4 16 
Q 0 10 0 10 5 20 10 5 10 10 5 20 10 5 10 
S 0.1 0.05 0.2 0.1 0.05 0.2 

(5 = ^\gßSe\/2ü) 

The Boussinesq-approximated Navier-Stokes 
equation, the continuity equation and the equation 
of temperature fluctuation 6 take the following forms 
when non-dimensionalized by the appropriate length 
scale L, the velocity scale U, and the temperature 
scale AT(= \S8\L): 

Duj 

Dt 
dp       1    d2Ui 

dx{     Re dxjdxj 

1 6 
-■5-(-«2*«i + Mi2) + -5-^3 > tio no 

OXi 

1 d2e El-- 
Dt ~    U3+ RePrdxjdxj' 

(3) 

(4) 

(5) 

where D/Dt = d/dt + Ujd/dxj, and Re = UL/v, 
Ro = U/(2QL) and Bo = U2/(LgßAT) are the 
Reynolds number, the Rossby number, and the buoy- 
ancy parameter, respectively. Also, u2- and p are the 
i-th component of velocity vector and pressure, re- 
spectively. The ratio of the viscosity to the Coriolis 
force results in the Ekman number Ek = v/{2Q,L'1). 
When the square root of the turbulent kinetic en- 
ergy Vk and the characteristic length scale of turbu- 
lence k3/2/e are used as the reference scales, these 
parameters become Re = k2/ev, Ro = e/(2Qk), 
Bo = e/(y/kgßAT), Ek = ve2/(2Qk3), respectively. 
In all cases except the unstable stratification, the 
Reynolds number is below 20. In the most com- 
plex case of unstable stratification with rotation, the 
Reynolds number begins to increase markedly just 
after vortex columns are generated as discussed later. 
However, our dominant objective is to investigate the 
generation mechanism of vortex columns, which be- 
gins at relatively low-Reynolds numbers. Both the 
Rossby and the Ekman numbers are around 0.1 in all 
cases. Thus, all the flow fields become geostrophic 
flow, where the balance between the pressure and the 
Coriolis force is retained. 

4X. 

Figure 1: Distributions of temperature fluctuation 
and velocity vectors in the £1-2:3 plane (Case NRl): 
Black to white; -0.5 to 0.5, t = 2.0. 

3   RESULTS AND DISCUSSION 

3.1 Effects of rotation on unstably stratified 
turbulence 

Figure 1 shows the distribution of the temperature 
fluctuations and the velocity vectors in the X1-X3 
plane in the neutrally stratified case with rotation.- It 
becomes evident that the iso-surfaces of the tempera- 
ture fluctuations are aligned in the direction parallel 
to the axis of the rotation, indicating that the tem- 
perature field becomes two-dimensional when solid 
body rotation is imposed. 

The effects of rotation on temperature fluctu- 
ations are studied through RDT. By neglecting both 
the non-linear and viscous terms, the following solu- 
tions are obtained analytically for the Fourier spec- 
trum of the velocity and temperature, i.e., u,, 6: 

K = (Ki,K2,K3),K= yjK.\ "T &2   '   ^3 * (6) 
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When «3^0, 

Üi(K,t) = ÜI(K,0) COS ft 

+ {7tii(/<,0) + CÜ2(«,0)}sin/* 

u2(K,i) = V,2(K, 0)cos ft 

- {T)ÜX(K,0) + yü2(K, 0)} sin ft 

v,3(it,t) = V-3(K, 0) COS ft 

+ ( K ) {K2Ui(«, 0) - KI«2(K, 0)} sin ft 

6(K,t) = (5»/2n«3) [K2 {UI(K,0 - UI(K, 0)} 

- K1{Ü2(K,t)-Ü2(K,0)}] 

with 
(7) 

,«3 KlK2 / = 2Q^, 7 = 
K K3K 

When K3 = 0, 

c = 
ft      ~~ /Co 

«3« 
77 = 

K3K 

üj (it, t) = «j (K, 0) 
(8) 

where /c; is the wave number of the i-th direction. 
RDT solution for velocity field is also obtained by 
Bartello et al. (1994)J22' From the above equations, 
it is found that the temperature fluctuations asso- 
ciated with the /C3 = 0 mode should increase lin- 
early, while the fluctuations at other wave numbers 
oscillate and fail to develop. Thus, the temperature 
fluctuations should become independent in the £3 di- 
rection, and hence become two-dimensional when the 
flow develops sufficiently. 

Figure 2 shows distributions of the temper- 
ature fluctuation and velocity vectors in the x\-X3 
plane in the unstably stratified case with rotation. 
The temperature fluctuations in this case also be- 
come approximately two-dimensional. Note that the 
fluids move upward in the regions of positive temper- 
ature fluctuations, while they move downward when 
the temperature fluctuations take negative values. 
Interestingly, both the upward and downward mo- 
tions are twisted in the spanwise direction. 

Figures 3(a) and (b) show the iso-surfaces of 
the vertical component of the vorticity W3 in the case 
of the unstable stratification with and without rota- 
tion, respectively. Under the unstable stratification 
with rotation, the vortex columns of w3 are clearly 
observed to be elongated in the direction parallel to 
the axis of rotation. However, in cases without ro- 
tation or stable stratification (not shown here), no 
elongated vortex columns are generated. In addi- 
tion, in the calculation using the RDT, though the 
figure is not shown here, the vortex columns are not 
formed regardless of the initial condition, thus indi- 
cating that the non-linear effects are absolutely re- 
quired to generate the vortex columns. 

Figures 4(a) and (b) show the joint proba- 
bility density function (p.d.f.)  between the vertical 

*Z 

Figure 2: Distributions of temperature fluctuation 
and velocity vectors in the xj-x3 plane (Case UR1): 
Black to white; -1.8 to 1.8, t = 2.0. 

Figure 3: Iso-surfaces of w3 at t — 2.0. White iso- 
surfaces represent W3/w3rms = 2.0 while black iso- 
surfaces are W3/a/3rms = —2.0; (a) Case UR1, (b) 
CaseU. 

vorticity W3 and the pressure fluctuation p in Cases 
UR1 and U, respectively. In Case UR1, the large 
positive vertical vorticity is indeed most likely asso- 
ciated with the large negative pressure fluctuation, 
whereas the large negative vertical vorticity is asso- 
ciated with the large positive pressure fluctuation. 
Thus, the observed vortex columns are generated 
under the geostrophic balance between the pressure 
gradient and the Coriolis force. In the case without 
rotation, both large positive and negative vertical 
vorticities tend to be associated with negative pres- 
sure fluctuations. 

Next, we investigate the generation of the 
vertical vorticity in more detail. The equation of the 

5-61 



-10L -10L- 

Figure 4: Joint p.d.f. between pressure p and vertical 
vorticity u>3; (a) Case UR1, t = 2.0, (b) Case U, 
2 = 2.0. 
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Figure 5: Joint p.d.f. between vertical vorticity u>3 

and 8u3/dx3; (a) Case UR1, t = 2.0, (b) Case U, 
t = 2.0. 

vertical vorticity w3 is given as follows: 

8u3 dui     du3 du2 

dx2 dx3     dxi 8x3 
Duz 
Dt 

du3  .on3"3 _L 

OX3 0x3 

+ v 
82u>3 

dxj dxj (9) 

In Eq. (9), the first and second terms on the right- 
hand side represent the non-linear and linear vortex- 
stretching terms, respectively. Figures 5(a) and (b) 
show the joint p.d.f. between the vertical vorticity U3 
and the strain rate ÖU3/ÖX3 in Cases UR1 and U, re- 
spectively. In Case U, large plus and minus vertical 
vorticities are mainly associated with the intensive 
du3/dx3 with a positive sign. This indicates that 
the vertical vorticity is generated mostly by the non- 
linear term 0:3(81x3/8x3) in Eq. (9). On the other 
hand, in Case UR1 where vortex columns of w3 are 
clearly observed, the large W3 is indeed most likely as- 
sociated with the large ÖU3/ÖX3 with the same signs 
as u3. Thus, the observed vortex columns of W3 must 
be generated by the vortex stretching associated with 
the linear term 2Q(du3/dx3). 

The generation mechanism of vortex columns 
can be explained by using the equation on a potential 
vorticity defined as 

7T = (w + 2ft) ■ Vp = ß(ü + 2ft) ■ V(0 + 9) 

- ß   u3Se +Ü-V6 + 2Q.Se + 2ft 
de 
dx3 

(10) 

where p is non-dimensionalized density and the sym- 
bol "* represents a vector. In the above equation, 
u ■ VÖ can be neglected because ft and 0 are suf- 
ficiently large in comparison to u and 6, respec- 
tively. Then, from the conservation law of a potential 
vorticity^26}, the following equation is obtained: 

Dt 
= ßSe 

Dui3 D_ /2ft 89 

Dt  + Dt\ Ss dx3 
0.      (11) 

It should also be noted that W3 and {2Q,/Se)dd/dx3 
represent barotropic and baroclinic vorticities, re- 
spectively. 

Because the non-linear terms included in 
an equation of the temperature fluctuation 9 were 
not required to generate vortex columns (not shown 
here), the time derivative of 89/8x3 can be approxi- 
mated as 

Dt 8x3 8x3 

Then, the time derivative of a potential vorticity 
should satisfy 

K^-^s 0. (13) 

This result indicates that the vortex columns are gen- 
erated in the process by which the baroclinic vortic- 
ity is transformed into the barotropic vorticity, which 
mechanism can be represented by the linear vortex- 
stretching term [see Eq. (9)]. 

Figure 6 shows the time evolution of r.m.s. 
value of the vertical vorticity u3 in Cases UR1-6, 
where both üJ3 and t are non-dimensionalized by the 
imposed rotation rate ft. The parameter 5 given 
in Fig. 6 is the ratio of the Brunt-Väisälä frequency 
N = y/gßSe to the angular frequency of rotation. 
In the case of unstable stratification (S$ < 0), S is 
defined as 

c_V\9ßSi\ 
*~      2ft 

(14) 

As shown in Table 1, the value of S increases from 
0.05 to 2.0 in Cases UR1 to UR6 and UR7 to UR12. 
In the cases with the same value of S, it can be 
seen from Fig. 6 that the vertical vorticity begins 
to increase at the same normalized time Q.t/2-ir, and 
its time evolutions almost coincide with each other. 
This indicates that the vortical structure of unstably 
stratified rotating turbulence is almost entirely de- 
termined by the parameters 5" and ft associated with 
the body force terms. Our results are interestingly 
similar to the experiments of injecting dense salty 
water into the rotating tank, where the evolution of 
the vortex columns is determined by the parameter 
SJ151 It is also found that the small S, i.e., smaller ef- 
fects of buoyancy than the Coriolis force, does delay 
the increase in U3. 
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Figure 6: Time evolution of W3 in Cases UR1-6 
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Figure 8: Time evolution of W3 in Cases UR7-12. 
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Figure 7: Time evolution of Rse in Cases UR1-6. Figure 9: Time evolution of Ä30 in Cases UR7-12. 

The corresponding time evolution of the 
cross-correlation of 1(3 and 6 is presented in Fig. 7. 
Initially, the cross-correlation Ä30 decreases due to 
the effects of rotation, then begins to increase almost 
up to unity under the effects of rotation. 

Figures 8 and 9 show the time evolution of w3 

and Rse in Cases UR7 to UR12, respectively. Their 
time evolutions are qualitatively similar to those ob- 
served in the cases with the initial integral scale 
(UR1-6). This should be because even if the initial 
integral scales are set to be zero as in UR7-12, the 
imposed rotation enhances the backscatter of the en- 
ergy cascade and increases the integral scale in the x$ 
direction.'20,21'22^ This mechanism is thought to be a 
prelude to a Taylor-Proudmann reorganization into 
two-dimensional turbulence^20!, although the present 
generation mechanism of vortex columns itself is not 
due to the Taylor-Proudmann theory, but directly 
related to the above-mentioned vortex stretching in 
the vertical direction. In the cases without the in- 
tegral scale, more time is needed to generate vortex 

columns. 
Comparison of Figs. 7 and 9 with Figs. 6 and 

8 reveals that W3 begins to increase when Rze has 
reached almost unity, indicating that the vortical 
structures begin to emerge after both temperature 
and velocity fluctuations become two-dimensional. 

Figure 10 shows the vertical structure of tem- 
perature and velocity vectors, while Figure 11 shows 
the iso-surfaces of W3. Symbols (a) and (b) appended 
to figures represent the cases of 5" = 0.1 and 0.05, re- 
spectively. These figures are the snapshots at the 
instance when spatially averaged vertical vorticity 
begins to increase as shown in Figs. 6 and 8. It is 
noted from Fig. 10 that both temperature and ve- 
locity fluctuations tend to be aligned in the vertical 
direction, and become almost two-dimensional. It is 
also found that the vortex columns as observed in 
Fig. 3(a) begin to emerge in both cases of 5 = 0.05 
and 0.1. 

The effects of the non-linear term on the 
generation mechanisms of vortex columns should be 
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Figure 10: Vertical structures of temperature fluc- 
tuations and velocity vectors in the (xi,xs) plane 
at the instance when the vertical vorticity 103 begins 
to increase; (a) Case UR7, Clt/27r = 3.98, black to 
white: 6 = -2.5 to 2, (b) Case UR10, M/2TT = 8.75, 
black to white: 9 = — 5 to 4. 

t/-+X2 XI 

Figure 11: Iso-surfaces of vorticity U3 at the instance 
when the vertical vorticity u>z begins to increase. 
Black iso-surfaces represent u>3/w3rms = — 2.5 while 
white iso-surfaces are uz/uzrms = 2.5; (a) Case UR7, 
Q.t/2* = 3.98, (b) Case UR10, Q.t/2-K = 8.75. 

discussed. Figure 12 shows the time evolution of 
Reynolds normal stresses in Cases U_and UR1. After 
the initial period of decaying, both u\ and u2, in Case 
UR1 begin to increase remarkably at t ~ 1.7, while 
in Case U an increase in u\ and u\ occurs gradually 
from a much earlier time of t = 0.8. In Case UR1, 
the increase of u\ is also delayed in comparison to 
Case U. Thus, the increase of velocity fluctuations 
due to the effect of unstable stratification is delayed 
by imposing rotation^ Interestingly, in the RDT for 
Case UR1, neither u\ nor u2 increases during all the 
period of the calculation, although the time evolution 
of u| almost agrees with the result of DNS. There- 
fore, the increase of both u\ and u2, which should 
be associated with the occurrence of horizontal ed- 
dies, results from the effects of the non-linear term, 
whereas the increase of u| relates mainly to the lin- 

Figure 12:   Time evolution of Reynolds stresses in 
Cases U and URL 

CD 

 U 
-<^UR1 
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Figure 13: Time evolution of the r.m.s. value of strain 
rate du$/dxz in Cases U and UR1. 

ear term. Figure 13 shows the time evolution of the 
r.m.s. value of the strain rate duz/dx^. The differ- 
ence is clearly observed between RDT and DNS for 
Case UR1 after the time t becomes 1.7. We also find 
that the time evolution of both u\ and 1^ is closely 
associated with that of (ÖU3/ÖX3)2, i.e., the increase 
of these quantities begins almost at the same time. 
These results shown in Figs. 12 and 13 support our 
supposition that the elongated vortex columns are 
generated by the vortex stretching term associated 
with the externally imposed rotation and the strain 
rate duz/dxz- 

Figures 14(a) and (b) show the energy spec- 
tra of the vertical velocity and vorticity, respectively. 
It is useful to divide the energy spectrum into two 
parts; one in the region where the wave numbers sat- 
isfy the following formula, 

N
2
(KI + 4) + 4Q

2
4 

f 
/tl    "T~   K")      \~  fvQ 

<o, 

the other in the region where the wave numbers sat- 
isfy f2 > 0.   The domain which satisfies f2 > 0 is 
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Figure 14: The energy spectra in Case UR7 at the 
instance Qt/27r = 3.98. The superscripts 0 and - 
represent energy in the region «3 = 0 and f2 < 0, 
respectively; (a) Energy spectra of vertical velocity, 
(b) Energy spectra of vertical vorticity. 
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Figure 15: Region of the wave numbers which satisfy 
/2>0. 

in a cone, as illustrated in Fig. 15. When a value of 
the parameter S decreases, the ratio of the height to 
the base of the cone becomes large, indicating that 
the domain satisfying /2 > 0 increases and the RDT 
gives the oscillating solutions over more wave num- 
bers. 

The importance of this criterion for the sign 
of f2 can be found by analytically solving the equa- 
tions of RDT as shown in the following. 

•/2>0 

u3(/c,t) = ü3(K, 0) cos ft 

+ {2Q,Kzlf K2) {K2ÜI(K, 0) - K1u2(K,0)}sin/i 

0(K,t) = -Se{ü3{K,O)/f} sin ft 

+ Se(2ÜK3/f
2K2) 

{K2ÜI(K, 0) - KIU2(K, 0)} (cos ft - 1) 

•/2<0 
(15) 

U3(K, t) = U3(K, 0) cosh ft 

+ (2flK3//«;2) {K2UI(K, 0) - KIU2(K, 0)} sinh ft 

i(K,t) = -Si {u3{K,0)/f}smhft 

+ Se(2QK3/f
2K2) 

{K2UI{K, 0) - KIU2(K, 0)} (cosh ft — 1) 

(16) 
• «3 = 0 

u3(ii,t) = U3(K, 0) cosh. Nt 

§(K,t) = -(Se/N) u3(«,0)sinhNt 
(17) 

As is evident in the above formulas, without non- 
linear terms, both the temperature and vertical ve- 
locity spectra increase in the region where f2 takes 
a negative value, while they fail to develop in the 
positive f2 region. One should also note that in 
the region of K3 = 0, time evolution of both verti- 
cal velocity and temperature field is only dependent 
on the Brunt-Väisälä frequency TV, and thus deter- 
mined only by buoyancy. In Fig. 14(a), almost all 
vertical energy is contained in the region f2 < 0, 
suggesting that it is possible to predict the increase 
of u\ without the non-linear term [see Eq. (16)]. It 
is also found that the energy satisfying f2 < 0 is, at 
the same time, located in the region «3 = 0. How- 
ever, around K = 8, E33 increases in the positive 
f2 region where K3 takes a non-zero value, and thus 
contributes to the increase of du3/dx3. 

On the other hand, the energy spectrum of 
w3 shown in Fig. 14(b) is almost in the region f2 > 0, 
and concentrated around K = 8 where the energy of 
u| in the region f2 > 0 increases, indicating that 
the vertical velocity fluctuations satisfying f2 > 0 
contribute to the generation of the vortex columns 
through the linear vortex stretching. Thus, the role 
of the non-linear term is to increase u3 at the non- 
zero value of /c3 due to the cascade-type energy trans- 
fer from the lower to higher wave numbers, which 
should interrupt oscillation of vertical velocity fluc- 
tuations in the region f2 > 0 and enhance their mag- 
nitude. This energy cascade should be enhanced by 
buoyancy force as suggested recently by Komori & 
NagataJ23] 

When f2 takes positive value, the following 
relation is obtained between horizontal and vertical 
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Table 2: Computational conditions for stably stratified flows 

Case SA SRA1 SRA2 SB SRB1 SB2 SRB2 SRB3 SRB4 SRB5 SRB6 SRBF2 

Ng 643 1283 

r u\ = u\ > «1 Uj = u|  < Ug 

V 0.012 0.0045 

PT 0.71 

Se 1 

gß 4 16 4 16 25 36 16 

0 0 10 2 0 10 0 2 2.5 2 1 2 

s - 0.1 1 0.1 1 0.8 1.2 1.5 2.0 1 

wave numbers associated with vortex columns, 

2TT 2TT„ 

y/^T~Ki 
> 

«3 

The right-hand side of the equation, i.e., 2TTS/K3 rep- 
resents the internal Rossby radius of deformation. 
Thus, in the generated vortex columns their horizon- 
tal length scale must be larger than the Rossby ra- 
dius of deformation. This indicated that the Coriolis 
force directly affects the horizontal structures of vor- 
tex and geostrophic balance is pertained, although 
their vertical structure is determined only by buoy- 
ancy force. 

3.2   Effects of rotation on stably stratified 
turbulence 

In a stably stratified flow without any injection 
from the outside, the velocity should be damped 
in the vertical direction and the flow will become 
two-dimensional. However, when the flow is dis- 
turbed by the thermal plumes and/or internal grav- 
ity waves, the velocity component in the vertical di- 
rection would become larger than others. In this 
study, two kinds of the anisotropic flow fields are used 
as initial conditions, which in the event affect gener- 
ation of the baroclinic vortices. The computational 
conditions for stably stratified rotating turbulence 
are listed on table 2. The anisotropic initial velocity 
fields are generated by the method similar to Shu- 
mann & Patterson^29!. The initial energy spectrum 
is defined as Eq. (2) in all cases but Case SRBF2 
of which energy spectrum has the same form as in 
Eq. (2) with somewhat different coefficients. In the 
cases including a classification letter A, e.g., Case 
SA, an initial flow field is at the two-dimensional 
state where the vertical component of velocity is ex- 
actly zero, while in the cases including a letter B, 
the vertical velocity surpasses the horizontal ones. 
Especially, in Case SRB2, the calculation of higher 
Reynolds number is also carried out with finer reso- 
lution which is labeled as Case SRBF2. The param- 
eter S, which should affect the baroclinic instability, 

111 11 111111 1111111111111111111 111111111 

SRA2 SRA2(RDT) 

Figure   16:    Time  evolution of Reynolds  normal 
stresses,(a) Cases SRA2, (b) Case SRB2. 

is varied from 0.1 to 2.0 systematically. In the case 
S = 0.1, the rotation surpasses the buoyancy effects, 
while in the case S = 2.0, the rotational effect be- 
comes negligible as discussed later. Thus, the results 
for case 5=1, where the buoyancy and rotational 
effects are in proportion to each other, are to be dis- 
cussed in detail to study their combined effects. 

Figures 16(a) and (b) show the time evolu- 
tion of Reynolds normal stresses in Cases SRA2 and 
SRB2, respectively. For reference, the results of RDT 
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is also included. In the DNS of Case SRA2, two- 
dimensionalization of the flow almost persists. In 
this case, the RDT follows the DNS results quali- 
tatively, although the former gives more oscillatory 
solutions. This_is also true in Case SRB2, in which 
oscillation of u\ is clearly observed in both DNS 
and RDT results. Interestingly, in Case SRB2 the 
horizontal velocities u\ and u\, decay monotonously 
without oscillation. At t = 0.4, 1.2, 2.0, 2.8 and 3.6, 
the value of u\ becomes almost zero and the flow 
becomes two-dimensional instantaneously. 

The time evolutions of vorticities are shown 
in Figs. 17(a), (b) and (c). The symbols (a), (b) and 
(c) represent Case SRA2, SRB2 and SB2, respec- 
tively. It is also found from Figs. 16 and 17(a) that 
in Case SRA2, the non-linear term suppresses the 
oscillation of vorticites as well as Reynolds normal 
stresses. In the DNS results of Case SRA2, all com- 
ponents of vorticities decrease monotonously with- 
out much oscillation. On the other hand, in Case 
SRB2 oscillations of vorticities are clearly observed 
in both the DNS and RDT. By comparing the re- 
sults of Fig. 16(b) and Fig. 17(b), one can find that 
the variance of the vertical vorticity wj takes a max- 
imum value at the instance when the vertical veloc- 
ity takes a minimum value and the flow becomes al- 
most two-dimensional. It is interesting that the ver- 
tical vorticity oscillates in accordance with the ver- 
tical velocity. The oscillation of the vertical vortic- 
ity is not observed in the case without rotation as 
shown in Fig. 17(c). Thus, oscillations of u>f should 
stem from the baroclinic instability associated with 
both the rotation and stratification. The non-linear 
term_is not so vitally important for the oscillation 
of wj. Although not shown here, the time evolu- 
tions of the baroclinic and barotropic vorticities, i.e., 
(2Q/Se)d9/dx3 and w$, coincide well with each other 
and the joint p.d.f. between them is negatively well 
correlated, indicating that the summation of both 
vorticites always becomes zero. Thus, w| oscillates 
in the process that the baroclinic and barotropic vor- 
ticities interchange with each other in conformity to 
the conservation law of the potential vorticity. By 
comparing the DNS and RDT results in Case SRB2, 
it is also found that the differences between the RDT 
and DNS are substantial especially when w| is de- 
creasing, thus indicating that under the effect of the 
non-linear term, once generated, vorticites become 
difficult to disappear. 

Figure 18 shows the p.d.f.s of w3. In the fig- 
ure, the dashed curves represent the Gaussian dis- 
tribution. Initially, all components of the velocity 
are given as the Gaussian. Hence, without the non- 
linear term the p.d.f. becomes the Gaussian during 
the decaying process, and there is no difference be- 
tween the cyclonic and anticyclonic vortices. In Case 
SRA2, where two-dimensionalization of the flow is al- 
most retained, the p.d.f.s incline toward the negative 
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Figure 17:  Time evolution of variance of vorticity, 
(a) Cases SRA2, (b) Case SRB2, (c) SB2. 

side of W3, indicating that intensive vortices tend to 
appear as the anticyclonic. On the other hand, in 
Case SRB2, intensive vortices tend to be cyclonic, 
especially when the flow becomes two-dimensional. 
Thus, the anisotropy of Reynolds stresses determines 
the direction toward which the p.d.f of w3 inclines. 
It is also found that at the time 2.4 when W3 be- 
comes almost zero, the p.d.f. deviates markedly from 
the Gaussian and becomes rather close to an expo- 
nential distribution observed in the vorticity p.d.f. 
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Figure 18:  P.d.f.s of vertical vorticity W3; (a) Case 
SRA2, (b) Case SRB2, (c) RDT of Case SRB2. 

of uniformly sheared turbulence^30]. In Case SRA2, 
however, significant deviation from the Gaussian dis- 
tribution is not observed at any time of decaying. 

The time evolutions of the skewness factor of 
w3 are shown in Figs. 19. In Case SRA2 the skewness 
factor takes a negative value almost over the entire 
period of calculation. On the other hand, in Case 
SRB2, it always takes a positive value excluding the 
period where the w| becomes almost zero. 

Figure 20 shows the instantaneous distribu- 

Figure 19: Time evolution of the skewness factor of 
u3, (a) Cases SRA2, (b) Case SRB2. 

tion of the vortices in Case SRBF2 at the time when 
wj takes a maximum value. The results of Case 
SRBF2 are qualitatively similar to those observed 
in Case SRB2. However, the differences between the 
DNS and RDT are more clearly seen in Case SRBF2. 

In the RDT, there is no difference between 
the cyclonic and anticyclonic vortices. The DNS re- 
sult shows that the cyclonic vortices are stretched 
in the vertical direction and become the tube-like 
structures. This is because the non-linear vortex- 
stretching term intensifies and elongates those vor- 
tices in the vertical direction. Thus, the p.d.f. of 
u>3 is skewed and inclined toward the positive side. 
Such elongation of cyclonic vortices is also observed 
in Case SRA2. However, the stretched cyclonic vor- 
tices become more dissipasive when flow is almost 
steady and the generation of wj is week. Thus, in 
Case SRA2 the non-linear term reinforces dispersion 
of cyclonic vortices and makes them more difficult 
to sustain the initial structures, which results in the 
emergence of the intensive anticyclonic vortices. The 
dominance of the anticyclonic vortices was also as- 
sured in the experiment^31,32] on stably stratified ro- 
tating turbulence, although there has been no related 
DNS study on homogeneous decaying turbulence. 
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Figure 20: Iso-surfaces of the second invariant of de- 
formation tensor, White iso-surfaces represent the 
cyclonic vortices, while black iso-surfaces are the an- 
ticyclonic vortices at t = 2.0 in Case SRBF2; (a) 
DNS, (b) RDT. 
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Figure 21: Time evolution of w|. 

Finally, we investigate the effects of param- 
eter S on the generation of the baroclinic vortices. 
Figure 21 shows the time evolution of w| at the dif- 
ferent values of 5. When the value of 5 increases, 
the oscillation period becomes longer and its ampli- 
tude smaller, indicating that the exchange of vortic- 
ity between the baroclinic and barotropic vorticities 
is attenuated. It should be noted that the results of 
5 = 2.0 is almost similar to those in the case without 
rotation. Thus, at this value of S, any vital effects 
of the rotation and stratification are not observed. 

pertaining to the geostrophic flow under density 
stratification. 

In the neutrally stratified case with rotation, 
the heat transfer occurs in the direction of rota- 
tional axis. Thus, the iso-surfaces of the tempera- 
ture fluctuations are aligned in the direction parallel 
to the axis of rotation, and become very close to two- 
dimensional. 

In the unstably stratified case with rotation, 
the elongated vortex columns are generated in the 
direction parallel to the axis of rotation. These vor- 
tex columns are generated by the effect of linear 
vortex stretching associated with the externally im- 
posed rotation fi and strain rate duz/dxz- The linear 
vortex stretching is closely associated with the pro- 
cess of energy conversion from baroclinic vorticity to 
barotropic vorticity. RDT cannot generate the vor- 
tex columns, because the non-linear term is required 
to suppress the oscillation and enhance the magni- 
tude of the strain rate duz/dx3. 

It is also found that the time evolution of 
vortex columns is determined by the parameter rep- 
resenting the ratio of the Brunt-Väisälä frequency 
to the angular frequency of rotation. The vortex 
columns begin to emerge when both velocity and 
temperature fluctuations become two-dimensional, 
and their cross-correlation coefficient becomes al- 
most unity. The horizontal length scale of the ver- 
tical vortex becomes larger than the Rossby radius 
of deformation. Thus, the Coriolis force directly af- 
fects the horizontal structures of the vortex, although 
their vertical structure should be determined by the 
buoyancy force. 

In the stably stratified case with rotation, 
two kinds of anisotropic initial conditions are used. 
The effects of parameter S on the generation of baro- 
clinic vortices are also discussed in detail. When the 
vertical component of velocity is larger than the hor- 
izontal counterparts, the exchange of vorticity be- 
tween the baroclinic and barotropic vortices are ac- 
tivated, and the intensive vortices tend to become 
cyclonic due to the effect of the non-linear vortex 
stretching term, while the anticyclonic vortices are 
attenuated accordingly. On the other hand, when a 
flow remains to be two-dimensional and the genera- 
tion of the barotropic vortices is not activated, the 
non-linear term reinforces dispersion of cyclonic vor- 
tices, and makes them more difficult to endure. The 
combined effects of the Coriolis and buoyancy terms 
become remarkable, especially in the case where the 
value of the parameter S is around unity. 

4   CONCLUSIONS NOMENCLATURE 

By using both direct numerical simulation and rapid 
distortion theory, the combined effects of the buoy- 
ancy, Coriolis and non-linear term are studied in de- 
tail, and the following conclusions are established 

Bo  : Buoyancy parameter = e/(VkgßAT) 

ES1(K),ES2(K)  : initial   three-dimensional   energy 
spectra 
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£S3(K) 

EUS(K) 

Ek 

f 
k 

N 

Ns 

Pr 

P 

Re 

Ro 

R39 

: three-dimensional energy spectrum of 
vertical velocity 

: three-dimensional energy spectrum of 
vertical vorticity 

: Ekman number = ve2/(2tik3) 

: angular frequency 

: turbulent energy = «£57/2 

t 

a 

ß 
€ 

e,e 
K 

«» 

K 

V 

P 

ß 

n 

: Brunt-Väisälä frequency = \fgßSl 

: number of grid points 

: Prandtl number = v/a 

: pressure 

: Reynolds number = k2/(eu) 

: Rossby number = e/(2Qk) 

: cross-correlation of vertical velocity 
fluctuation and temperature fluctua- 

tion = u361'v/U3VP2 

: ratio of Brunt-Väisälä frequency to an- 
gular freuency of rotation = JV/2Q 

: mean temperature gradient = dQ/dx^ 

: time 

: velocity components in the X( direction 

: coordinates of i-th direction 

: thermal diffusivity 

: volume expansion rate 

: dissipation rate of turbulent energy 

: mean and fluctuating temperature 

: wave number  = \K\ = ^/K,-K,- 

: wave number in the i-th direction 

: vector of wave number = (KI, «2, «3) 

: kinematic viscosity 

: density 

: angular frequency of rotation 

: vorticity fluctuations in the xz- direction 

: ensemble average 

: Fourier spectrum 
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NUMERICAL SIMULATION OF TRANSVERSE HYDROGEN INJECTION 
INTO MACH 6.3 AIRFLOW AND ITS EFFECT ON SURFACE COOLING 

D.E. Musielak 

Mechanical and Aerospace Engineering Department 
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ABSTRACT 
A study was made to determine the effect of transverse fuel injection on the convective heat transfer of an inlet surface, for 
application to a hypersonic engine. In this model, the flow is predominantly supersonic, but there are regions of flow 
reversal and boundary layer separation due to shock interaction caused by the fuel jet injected transversally to the freestream 
air at Mach 6.3. Injection and combustion processes are modeled with a full Navier-Stokes computer code, which 
incorporates a K-<O turbulence model, and a seven species/seven equations chemical kinetics model. The flowfield for 
various hydrogen injection conditions, including the shock-induced reaction zone and the boundary layer separation, is 
simulated. Results from this study suggest that premixing fuel and air, if properly controlled, can reduce the heat transfer to 
the inlet walls of high-speed vehicles. 

1    INTRODUCTION 

In the past several years, there has been renewed interest 
in the development of pre-mixed, shock-induced 
combustion for application to hypersonic propulsion. In 
this concept, hydrogen fuel is injected from both lower 
and bottom surfaces of the engine's inlet, at several 
locations upstream from the burner, with the objective of 
reducing combustor length(U>. Other advantages of 
premixing include reduction of skin friction drag, and the 
potential for cooling the engine's inlet surfaces. Many 
challenges exist prior to establishing shock-controlled 
combustion as a practical concept. These challenges 
include fuel injection schemes that can provide proper air- 
fuel mixing without creating large losses, and control of 
the combustion process so that early ignition or 
combustion propagation through the inlet boundary layer 
does not occur. Another challenge lies on the 
computation and modeling of the supersonic turbulent 
reacting flows in shock-induced combustion, especially 
when flow separation is present. Injecting a gas into a 
supersonic airstream creates an interaction shock, which 
may separate the incoming boundary layer. Due to the 
reduced fluid velocity near the solid walls, the flow is 
very sensitive to streamwise pressure variations and, as a 
consequence, flow reversal can be induced by the injection 
of the fuel jet. At some injection conditions, an unstable 
recirculation zone can form near the wall, upstream and 
downstream of the injection point. In addition, the 
condition of the wall also influences the extent of the 
boundary layer interaction. Cooling of the wall, for 
example, leads to a decrease in displacement thickness of 
the viscous sublayer, and the contribution due to the 
main part of the boundary layer is proportional to the 
induced pressure rise, according to some relationship that 
depends on the Mach number of the flow. 

Work to develop methods for modeling turbulent 
supersonic combustion, concentrates on the coupling 

between the fluid mechanics and the chemistry of the 
reactant flows. Turbulent fluctuations in the flow 
variables have a direct effect on the species production 
rates. Furthermore, correct prediction of boundary layer 
separation relies to a great extent on the ability of the 
turbulence model to properly account for adverse pressure 
gradient flow conditions. Between 1987 and 1995, 
Menter0' set up a data base of well documented research 
flows, and tested a large number of turbulence models 
against these data. He developed a two-equation model 
designed to give results similar to those of the original 
co-K model of Wilcox, but without its strong dependency 
on arbitrary freestream values. As reported by Menter14', 
its Shear Stress Transport model has the ability to 
account for the transport of the principal shear stress in 
adverse pressure gradient boundary layers. 

This paper addresses the cooling effect resulting from 
injecting hydrogen fuel into high-speed air streams. 
Because experimental facilities for high hypersonic flows 
are scarce, a computational modeling approach provides a 
relatively accurate solution of complex flows, and helps 
to design needed experiments. This work is part of an 
ongoing investigation to simulate boundary layer-shock 
phenomena caused by fuel injection*5,6'. The NASA 
Langley Algorithm for Research in Chemical Kinetics 
(LARCK), a multi-dimensional computer program is 
used to solve laminar and boundary layer flows. The code 
incorporates various kinetics and turbulence models 
which can be tailored to fit different applications. This 
paper reports results using Menter's turbulence model 
applied to a two-dimensional flow domain. 

2 TURBULENCE MODEL AND BOUNDARY 
CONDITIONS 

The equations governing turbulent flow of a high-speed 
multi-species gas mixture are the Reynolds-averaged 
Navier-Stokes    equations    augmented    with    species 
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continuity equations. Using Mentor's two-equation 
turbulence model, these equations are solved by LARCK 
assuming that the gas mixture is described by the perfect 
gas law. The model assumes that the temperature and 
species are independent of one another and the following 
gradient diffusion approximation is used: 

_    flT de 
pUje = 

Prr dxj 

where PrT is the turbulent Prandtl number, assumed to 
be 0.90 for this computation. 

The turbulent viscosity, Hx, is defined as 

ßr = P 
a{K 

maxima), Q.F2) 

where the to is the specific dissipation rate of turbulent 
kinetic energy, Q is the magnitude of the vorticity, aj is 
a constant, and F2 is a near-wall blending function. The 
blending function was introduced to recover the original 
formulation of the eddy-viscosity for free-shear layers 
where   Bradshaw's   assumption   does   not   necessarily 
hold' 0.4) LARCK uses finite-volumes to discretize the 
flux terms, and an explicit Runge-Kutta time integration 
to solve the governing equations. 

The heat flux vector is modeled with Fourier's law, 

qj = -K3T/3xj + pIfnvlljhn 

where K is the coefficient of thermal conductivity, f„ is 
the mass fraction, vnj is the diffusion velocity of species 
n in the Xj direction, and h„ is the enthalpy of species n. 
The coefficient of viscosity for each species in the 
mixture is calculated using Sutherland's law, and the 
coefficient of thermal conductivity is computed using the 
Prandtl number relationship, K = \l Cp/Pr. 

The code was applied to compute mainly transverse 
gas injection into a supersonic Mach 6.3 turbulent air 
stream, at 1000 K and 0.068 MPa static conditions. To 
simulate transverse fuel injection in a two-dimensional 
inlet, a flat plate with a flush-wall slot injector was 
chosen as the model. The plate is 30.48 cm long and the 
slot is located 10 cm from the leading edge. The 
transverse dimension of the computational domain is 
7.62 cm. The flow and boundary conditions chosen for 
this investigation are shown in Table 1. The isothermal 
wall temperature was set at 290 K to be consistent with 
expected experimental conditions. 

3     RESULTS AND DISCUSSION 

The character of the undisturbed boundary layer is 
illustrated by the velocity and temperature profiles in 
Figures 1 and 2. At the slot position x = 0.10 m, the 
boundary layer has a thickness 8 = 1.49 mm. 

Table 1 
Flow Conditions 

Unit Re = 2.02x10s 

Parameter Air Hydrogen 

Mach Number 
Temperature (K) 
Pressure (kPa) 

6.3 
1000.0 

6.9 

2.0 
161-444 
353 

Boundary Conditions 
Isothermal Wall TW = 290K 
Adiabatic Wall One comparison case 
Fuel Injection Angle 0, 4, 20, 30 
Slot Size (mm) 0.457 -1.488 

The temperature of the gas has a well-defined 
transverse distribution in the boundary layer, with 
temperatures up to 1846 K. As illustrated in Figure 2, 
starting at the outer edge of the boundary layer and going 
toward the wall, the gas temperature first increases, 
reaches a peak at (y/x)Re1/2= 1.032, and then decreases to 
its prescribed cold-wall value Tw = 290 K. 

(y/x) Re' 

Figure 1  Velocity in Undisturbed Boundary Layer 

(y/x) Re' 

Figure 2  Temperature in Undisturbed Boundary Layer 
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3.1    Flow Structure of Transverse Injection 

Injecting hydrogen into the supersonic airstream creates 
an interaction shock which separates the incoming air 
boundary layer. Due to the reduced fluid velocity near the 
solid wall, the flow is very sensitive to streamwise 
pressure variations and, as a consequence, flow reversal is 
induced by the injection of the fuel jet. The flow structure 
of this interaction is illustrated in Figures 3-4. The 
supersonic air flow is displaced by the hydrogen jet as if a 
bluff body was inserted into the airstream boundary layer. 
As a result, a bow-shock upstream of the injection point 
is formed causing the upstream boundary layer to 
separate. The degree of boundary layer separation is a 
function of the injection angle. 

0.005 

Y(m) 

0.004 

0.003 

0.002 

0.001 

U-Vabcty-ii* 
15 4000.3547 
13 3439.0046 
11 2877.6545 
9 2316.3044 
7 1754.9543 
S 1193.6042 
3 6322542 
1 70.9041 

Figure 3   Streamwise Velocity for 30° H2 Injection 

Figure 4 Temperature Field for 30° H2 Injection 

Furthermore, the shock produced by the fuel jet 
creates a sudden static temperature rise in the airstream 
which exceeds the ignition temperature of hydrogen. As 
shown in Figure 4, the peak gas temperature is about 
2490 K. The shock is represented by the hot gas region 
immediately over the hydrogen jet exit. The reaction front 
follows downstream of the shock, along the high 
temperature zone depicted in the figure. 

3.2   Effect of Fuel Injection on Heat Transfer 

The undisturbed boundary layer (no injection) with 
turbulent flow, using the adiabatic wall condition, is 
characterized by its large thickness. For example, at the 
axial location mat corresponds to the injection point, the 
boundary layer thickness is approximately 4.4 mm, and 
at the exit plane it has increased by a factor of 2.4. 

Preliminary estimates of convective heat transfer for 
thermal boundary layers with variable properties are based 
on an equation that represents the heat flux at the surface, 
qw, as the product of a conductance and an enthalpy 
difference. A heat transfer coefficient, Ch, can be defined 
as the ratio qw/[puCp(Tw-Tw)]. Two computations are 
needed to determine Ch, i.e., an isothermal wall case and 
an adiabatic wall case. For the isothermal case the wall 
temperature is set to 290 K, and the local heat transfer 
qw(x) is computed. For the adiabatic case, the zero wall 
temperature gradient 9T/3x = 0 is used as the boundary 
condition, and the local adiabatic wall temperature Taw(x) 
is computed. For the undisturbed boundary layer case of 
this study, the adiabatic wall temperature ranges from 
5560 K to 7094 K, with the largest values at the plate's 
leading edge. Naturally, an adiabatic wall condition would 
not be practical for any propulsion system. This is 
because the large stagnation enthalpy of the flow in the 
boundary layer will heat the wall material beyond its 
allowable working temperature. The adiabatic wall case is 
included here only to help establish the effect of the 
injected fuel on the heat loads for this model. 

On the other hand, the isothermal wall condition is of 
practical interest. As it is well known, a cold wall 
mitigates the magnitude of the viscous interaction™. This 
is due to the higher density in the boundary layer which 
results in a thinner boundary layer. In a propulsion 
system, regenerative cooling with the onboard fuel is 
usually required, and the cold wall condition of this study 
is representative of such situation. Also, Tw = 290 K is 
consistent with the small test times that will be available 
for experimental validation of these results. 

3.2.1    Isothermal Wall 

The nature of the undisturbed turbulent boundary layer in 
the presence of the cold wall, is characterized by a hot 
sublayer with temperatures up to 1850 K immediately 
above the cooled viscous layer. With hydrogen injection, 
the boundary layer gas temperature downstream from the 
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injector is lowered a few hundred Kelvin, due to mixing 
of air with hydrogen. As shown, the gas temperature near 
the wall, downstream from the injector, has been cooled 
considerably. This results in a reduction of the heat flux, 
as illustrated in Figure 5, where the effect of injection 
angle is included. The peaks of the distributions indicate 
the regions of the shock wave-boundary layer interaction 
caused by the fuel jet. 
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Figure 5  Heat Flux as a Function of Injection Angle 

For all injection conditions, the first peak of the 
normalized heat flux occurs immediately upstream from 
the injection point. This is to be expected since the 
boundary layer is lifted in that region. The heat flux 
begins to increase when the boundary begins to separate, 
and rapidly increases to its maximum value at the flow 
impingement point of the incident shock. Downstream 
from the injector, the normalized heat flux first decreases 
to a minimum value, increases again to attain the second 
peak that is dependent on the injection angle, and then 
decreases smoothly for all cases. The second peak of the 
heat flux occurs farther downstream for the 30° jet due 
to stronger recompression shock for this case. At 
approximately 15 cm downstream from the injector, the 
effect of injection angle on heat flux is diminished. For 
all injection cases, however, a considerable cooling effect 
is evident. 

The heat flux distribution follows a profile similar to 
that of the wall pressure, as shown in Figures 6 and 7 for 
streamwise and transverse injection respectively. Flow 
separation begins where the first increase in wall pressure 
is observed. The flow separates upstream of the injector 
due to the interaction of the shock with the boundary 
layer, and it re-attaches at a point downstream, dependent 
on the jet angle. Correspondingly, at the point of 
separation, the heat transfer begins to decrease. The 
minimum value of the heat flux, q», represents the lifting 
of the boundary layer upstream from the injector. As 
described by Anderson®, heat transfer and pressure tend 
to follow the same qualitative variations. These results 
are consistent with the relationship 

4KP, 

where n depends on the shock-boundarylayer interaction. 
Streamwise injection is desirable because of its low 

total pressure losses. As shown in Figures 6 and 7, for 0° 
injection the normalized wall pressure peaks to a value 
less than 3 times the freestream value, but it increases 
over 6 times for 30° injection. However, streamwise 
injection produces low fuel penetration and low mixing 
efficiency. Thus, transverse injection should be used if 
acceptable penetration and mixing are required 
Furthermore, the increased mixing will ultimately result 
in a colder boundary layer downstreamfrom the injection 
point. This is evident in Figure 7, where the normalized 
heat flux with 30° injection is reduced to 0.147 at the 
exit plane. 

0.05 0.1 

Figure 6  Heat Flux and Wall Pressure ■ 
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Figure 7 Heat Flux and Wall Pressure - Transverse 
Injection 

The distribution of heat flux upstream and 
downstream from the slot for 30° injection is given in 
Figures 8 and 9. The heat flux immediately downstream 
from the fuel injection point is almost four times that of 
the undisturbed flow condition. This localized increase is 
due to the shock wave front immediately above and to the 
right of the zone where the fuel jet impinges upon the 
freestream air. 
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Figure 8 Heat Flux Reduction due to Cooled Boundary 

Figure 9 shows the specific heat fluxes in the region 
of interaction of the boundary layer and the oblique 
shock. As shown, the value of the heat flux is almost 
four times higher in the zone of the shock, and one and a 
half times higher in the zone of boundary layer separation 
for the 30° jet. However, upon reattachment of the 
boundary layer, the level of the heat flux decreases 
dramatically downstream. This is because the heat load is 
lowered by the effect of the cold hydrogen jet mixing 
with the hotter air. 

"A 
3.5 - 

—r  1 1—                    T  

Shoe» -*•/■ 

3 - f - 
2.5 

2 

Boundary Lay*r Separation               / 

1                     */    " 
1.5 

1 ^^-^^^ 
0.5 

n i i           i           i 

0.095 0.096 0.097 0.098    '       0.099 0.1 
X(m) 

Figure 9 Heat Flux and Boundary Layer-Shock Interaction 

3.2.2     Cooling   Effect 

The wall heat transfer is reduced dramatically by the 
effect of the hydrogen jet injected tangentially into the 
airstream. This effect was observed using either 
isothermal or adiabatic wall conditions. As shown in 
Table 2, the heat transfer is reduced almost 57 percent 
with hydrogen injected parallel to the streamwise 
direction. Also note that, at the injection angle of 20°, 
for cases la and 3c, the total heat transfer rate is 
approximately the same, but the heat transfer rate 
downstream from the injector is fifty percent lower with 
the smallest slot diameter. 

The three dimensional nature of the fuel injection 
process may produce thermal loads that are unevenly 
distributed. Thus, one can only conclude with these 
results that, if properly designed, transverse fuel injection 
into supersonic flows of the type studied herein may 
result in considerablereductionof the heat transfer. 

Table 2 
Effect of Fuel Injection on Heat Transfer 

Case m       d      Jet q        Percent 
mm   Angle MW/m2 Reduction 

0 Without H2 Injection 0.3663 
la 2.73    0.457    20 0.1735        52.63 
3a 6.60    0.457     4 0.1649        54.98 
3d 6.60    1.487     0 0.1585        56.73 
3c 6.60    1.487    20 0.1713        53.24 
3f 6.60    1.487    30 0.1796        50.93 

m =( puWtpu^ 

4 CONCLUSIONS 

A detailed calculation of the heat transfer and gas 
dynamic processes for hydrogen injection in supersonic 
air flow has been carried out. Analysis of the computed 
results indicates that injecting cold hydrogen fuel into a 
supersonic airflow at Mach 6.3 results in significant 
reduction of the heat load. Injection angle seems to have 
some effect on the magnitude of heat transferred, 
however, this effect is concentrated in the region of fuel- 
air impingement where the level of shock-boundary layer 
interaction is dependet on the jet angle. 

Shock createda sudden static temperature rise in the 
airstream and the magnitude of the temperature exceeds 
the ignition temperature of hydrogen. Thermal choking 
and boundarylayer separation were observed. 

Additional simulations of the three-dimensional cases 
are currently in progress. To validate the CFD code, a 
comparison with limited data reported in the literature 
will be made and reported in a separate paper. 

5 LIST OF SYMBOLS 

c„ wall heat transfer coefficient 
d slot diameter 
H2 hydrogen fuel 
L length of computational domain (flat surface) 
m mass flow parameter 
P gas pressure 
Pr Prandtl Number 
<b heat flux 
T gas temperature 
U streamwise velocity 

6-7 



u,v Cartesian velocity components 
x,y Cartesian coordinates 
5 boundary layer thickness 
K coefficient of thermal conductivity 
p gas density 
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Abstract 

An improved low Reynolds-Number k - e 

model was adopted to predict the dynamic 

and thermal fields in flows with transpiration. 

The performance of the adopted model was 

first contrasted with the DNS data of channel 

flow with uniform wall injection and suction. 

The validity of the present model in applying 

to flows with high level of transpiration was 

further examined. To explore the model's 

performance in complex environments, the 

model was further applied to simulate a 

transpired developing channel flow. By 

contrasting the predictions with DNS data 

and measurements, the results indicated that 

the present model reproduced correctly the 

deceleration and acceleration of the flow 

caused by the injection and suction from 

the permeable part of the wall. Turbulence 

structure of transpired flows was also well 

captured and the superior performance of the 

adopted model was reflected by the predicted 

correct level of e with the maximum locating 

at both of the injection and suction walls. 

'corresponding author 

Predicted thermal field by the present model 

also compared favourably with the DNS data 

and measurements. 

1    Introduction 

The adoption of wall transpiration as a flow 

control technique is frequently encountered in 

a variety of engineering applications. Injection 

from the permeable wall, for example, has 

been found to be an effective tool to produce 

film coolingfor turbine-blades exposed to a hot 

freestream. As the result of fluid injection 

into the mainstream, a thicken boundary 

layer is created and consequently the surface 

skin friction and hence drag decreases. An 

elevated level of turbulent kinetic energy is 

also observed. In aeronautical applications, 

suction, on the other hand, is frequently used 

to delay the boundary-layer separation and 

to inhibit the transition to turbulence. Even 

though the magnitude of the transpiration 

rate is often low compared to the mainstream, 

it significantly changes the surface skin friction 

as well as turbulence quantities near the wall. 
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With an aim to investigate the effects 

of wall transpiration on boundary layers 

development and heat transfer characteristics, 

many experiments[l][2][3] had been 

performed. Despite these efforts, the higher 

statistical quantities and the detailed near 

wall flow structure of transpired flows are still 

lacking. This, however, is partly alleviated by 

the arrival of the direct numerical simulation 

(DNS) of transpirational flows[4][5]. The 

simulated results not only reproduce the 

previous observed experimental findings of 

lower moments of the flowfield, but also 

provide the detailed budgets of the turbulent 

kinetic energy and its dissipation rate in 

the vicinity of the wall. The DNS data 

indicate that the magnitude of the maximum 

turbulence generation rate is larger on the 

injection wall and smaller on the suction 

wall compared to that on the wall without 

transpiration. Furthermore, the maximum 

dissipation rate is observed to locate on the 

transpired wall, as in the case of the non- 

transpired flows. 

Although the DNS data can provide useful 

transpired flow information, the application 

of the direct numerical simulation is still 

restricted to low Reynolds number flows, 

which are rarely encountered in practical 

engineering applications. Therefore, it is a 

common practice to 

adopt turbulence models to predict transpired 

flows at elevated Reynolds number[6][7][8]. It 

is expected that the success in predicting 

transpired flow should rely on the sufficiently 

resolved turbulence transport processes and 

consequently the heat transfer characteristics 

in the vicinity of the wall. However, due to the 

lack of detailed and reliable measurements of 

the near-wall turbulence structure, the forms 

of the low Reynolds number model were based 

on ad hoc adjustments of the model constants 

and damping functions to reproduce the flow 

fields. 

Although DNS data can provide a route 

towards the modelling of wall turbulence, 

few of the many proposed models completely 

satisfy the asymptotic limit and the DNS 

data[9][10][llj. Based on recent direct 

numerical simulation data, a simplified 

form of low-Reynolds-number two-equation 

turbulence model was proposed[ll]. Key 

features of the model are the adoption of the 

Taylor microscale in the damping function and 

the inclusions of the pressure diffusion terms 

in the A; and e equations. However, the focus 

of the turbulence modelling was concentrated 

on non-permeable flows and only a limited 

number of numerical predictions were directed 

to transpired flows. In the present study, the 

proposed model is further applied to predict 

dynamic and thermal field in flows with 

transpiration. The predictive performance of 

the model is assessed by comparisons with 

DNS data and measurements of transpired 

flows. 

2    Governing Equations 

The Reynolds-averaged continuity, Navier- 

Stokes and temperature equations can be 
written as, 

dxj 
dUjUj 
dxj 

0 (1) 

12L  JL\ (?Hi  dui\  - 
pdxi     dxj     dxj     dxi        l 
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duß _ _ö_rf^öe_ 
dxj dxj a dxj (3) and the definitions of e and i are, 

where v and a are kinematic viscosity and 

Prandtl numbers, respectively. 

Within the framework of eddy-viscosity 

and adopting Boussinesq approximation, 

the Reynolds stress and heat flux are 

approximated as, 

Ut{dx- + ^-s6-k   W 

(5) 

e = v 
dui dui 
dxj dxj 

'-^ 

(6) 

(7) 

-UjB  = 
Prt dxj 

where vt and Prt are turbulent kinematic 

viscosity and turbulent Prandtl number, 

respectively. 

In the present applications, the turbulence 

model adopted is the k - e model [12]. When 

applying the model towards the wall, the 

contribution of molecular viscosity on the 

shear stress increases, and the standard 

high-Reynolds-number turbulence must be 

modified to account for the diminishing 

effect of the near-wall turbulence levels. 

The construction of the low-Reynolds-number 

model is the focus of the next section. 

3    Turbulence Modelling 

In the present approach the turbulence is 

described by the eddy viscosity model which 

solves the transport equations for turbulent 

kinetic energy and turbulent dissipation rate. 

There are currently two directions in solving 

the dissipation rate equation. The first one 

is the solution of the e equation. The 

second approach is the decomposition of the 

dissipation rate into two parts, i.e., e = e + e, 

Here the form i is adopted and the advantage 

of the approach is that e reaches zero at the 

wall, ew = ew, and e equals to e at about 

y+ > 15. 

From order of magnitude analysis and the 

asymptotic study [9] [11], it was found that 

extra terms were needed to compensate the 

unbalanced terms in the k and e equations 

in the near wall region. These, as argued 

by Kawamura[9], necessitate the inclusion of 

the pressure diffusion term in the k and e 

equations. 

Based on the above approach, an improved 

low Reynolds number k — e model[ll] was 

proposed and takes the from as, 

vt   =   0.09/„(2/A)y (8) 

d r  dk,      d tvt dk.    1   d ,kde, 
Vsr-\ + -S-—I — TT—1 -~V 

dxj 

dUji 
dxj 

dxj   dxj      dx, Okdxj 2 dy edy 

 dUi     .„     . . . 
-UiUj-^-{e + e) (9) 

d r  de i      d ,vt de .      d .edk, 
dxj[UdXj

J    dx,[c~Edx~S VWkByJ 

n* 
 dUi e 

-1MUiU*dx-k 
1.92 

e 
(10) 

where y\ = y/\Jvk/e, y/vk/e is the Taylor 

microscale, and Hk and lie are pressure 

diffusion terms in the k and e equations. The 

damping functions of the model are set to be, 

/„   =   1 - csp(-0.01yA - 0.008p}) 
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ak   =   1.4-l.lexp(-^) 

at  =   1.3-1.0cxp(-^) 

The adoption of y\ avoids the obvious 

defect, i.e. the singularity occurring at the 

reattaching point by adopting y+ = UTy/v. 

The damping functions are chosen to retain 

the high-Reynolds-number form away from 

solid boundaries. The asymptotic values 

of turbulent Prandtl number a* and a§ are 

adopted as 0.3 to obtain sufficient dissipation 

rate in the vicinity of the wall. In the 

core region of the flow, a* > ag is chosen 

to eliminate the common drawback that 

turbulent diffusion of A; overwhelms that of 

e[13]. 

The adopted form of the damping function 

fn reproduces correctly the asymptotic limit, 

i.e. fßOcy and hence — Wv oc y3 towards the 

wall. The satisfaction of the asymptotic limit 

also guarantees the correct levels of e with 

the maximum locating at the wall itself. This 

modification is important to properly mimic 

the turbulence levels and transfer rates as a 

wall is approached. Besides, the modelled 

pressure diffusion term 11^ also generates 

the extra source for e in the buffer zone, 

completely replacing the commonly adopted 

form of extra term, 2wt(J7yjfc)2[14]. 

Here, the performance of the k — e models 

proposed by Launder & Sharma (LS)[14] and 

Chien (CH)[15], which were rated best in the 

review of Patel et al.[16] and Savill[17], are 

to be contrasted with the present model's 

predictions. It should be pointed out that 

the CH model also includes a different form 

of pressure diffusion term for e equation. 

The constants and functions adopted by the 

models are compiled in table 1. 

4 Numerical Procedure 

The present numerical procedure[18] solves 

discretised versions of all equations over a 

staggered finite-volume arrangement. The 

principle of mass-flux continuity is imposed 

indirectly via the solution of pressure- 

correction equations according to the SIMPLE 

algorithm [19]. The flow-property values at 

volume faces contained in the convective 

fluxes which arise from the finite-volume 

integration process are approximated by the 

quadratic upstream-weighted interpolation 

scheme(QUICK)[20]. 

It was found that the 

employment of the third order approximation 

of the surface derivatives arising from the 

viscous and pressure diffusion processes is 

essential in reproducing the correct flow near- 

wall asymptotic behavior, by ensuring that the 

derivative is evaluated right at the surface. 

The computed solution is assumed to 

have converged to its steady-state when the 

magnitude of the absolute residual sources 

of mass and momentum, normalized by the 

respective inlet fluxes, falls below 0.01%. 

5 Results and Discussions 

5.1    Channel flow with uniform 

transpiration-dynamic field 

The performance of the proposed model is 

first contrasted with the DNS data of a 

channel flow with uniform wall injection and 

suction [5]. The schematic picture of the flow 
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is shown in Figure 1. The Reynolds number 

ReT, based on the wall friction velocity Ur and 

the channel half-width 5, was set to be 150, 

where UT is the averaged wall shear stress on 

the two walls. The mass flux ratios on both 

walls were F = jjfc = 0.00344, in which v0 is 

the wall-normal velocity and Um is the axial 

bulk mean velocity. 

Grid densities of sizes 60 and 100 in the 

direction normal to the wall were used to check 

the grid independence. Preliminary results 

indicated that the two meshes produced nearly 

identical results, therefore, the 60 grid was 

used for all subsequent calculations. To ensure 

the resolution of the viscous sub-layer, the first 

grid node near the wall was placed at y+ « 0.1. 

The influence of the wall transpiration on 

the flow can be seen by the asymmetric axial 

velocity distribution across the channel, shown 

in Figure 2. For comparisons, the Re-? — 150 

DNS data[21] in a fully developed channel 

flow without wall transpiration are also shown 

in the figure. It can be clearly seen that 

the location of the maximum axial velocity 

is observed to shift towards the suction side, 

in which the near-wall velocity is accelerated 

due to the suction flux. The log-law plots 

on both of the walls are shown in Figures 3 

and 4, and a marked different distribution to 

that without wall transpiration is observed. 

Referring to Figure 3, an improved prediction 

by the adopted model is observed in the 

injection region, and the predicted profile 

agrees well with the DNS distribution. 

Regarding the Reynolds stress, all the 

models can deliver reasonable predictions, as 

shown in Figure 5. Further examination of the 

performances of the models can be directed 

to the k+ distributions shown in Figure 6, 

in the near-wall region. In strong contrast 

to the shear stress distributions, not all the 

model can accurately predict the distributions 

of the turbulent kinetic energy. While the 

Launder and Sharma model underpredicted 

the peak value, the best result is predicted 

by the proposed model. By contrasting the 

results without wall transpiration, the effects 

of the presence of injection and suction on 

the wall are observed to promote and inhibit 

turbulence generation, respectively. 

The effect of the inclusion of pressure 

diffusion terms as indicated earlier, is best 

exemplified by observing the e+ distributions 

in the near-wall region, shown in Figures 7. 

Despite the presence of wall transpiration, the 

DNS indicate the location of the maximum 

dissipation rate is right on the wall, as in the 

case without wall transpiration. The present 

model shows the correct level of e with the 

maximum located at the wall and, in strong 

contrast, the CH and LS models indicate a 

misplaced local maxima. 

The overall performance of the model 

is evaluated by examining the predicted 

turbulence kinetic energy budgets in the near 

wall region, shown in Figures 8, 9 and 10, 

where Figure 8 shows the results without 

wall transpiration. By contrasting with 

the DNS data, the quality of the present 

model predictions can be further ascertained. 

The A;-budget is in general dominated by 

production and dissipation processes away 

from the wall. In the vicinity of the wall, the 

dissipation rate balances the viscous diffusion 

process. The effects of the presence of 

injection and suction at the wall can be 
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observed to promote and inhibit turbulence 

generation, respectively. The maximum 

generation rate on the injection and suction 

wall is about three times and a quarter to the 

maximum one without wall transpiration. 

To explore the model's performance in the 

high-Reynolds-number flows, the predicted 

skin friction coefficients with different level of 

wall transpiration are contrasted with the LES 

data[22] and measurements[23][24]. Three 

transpiration rates were used in this study, and 

the flow conditions adopted are listed in table 

2. 

The present fully developed channel flows 

are compared with the constant pressure case 

measurements[23][24], i.e. the accelerating 

parameter, K = 775-^rf- is zero. This 

is motivated by the work of Piomelli et 

al.[22], which indicated that the physical 

phenomena encountered in a fully developed 

transpired channel are sufficiently similar 

to those in a constant pressure boundary 

layer to allow comparison with the constant 

pressure boundary-layer results. Therefore, 

the adopted measurements are with constant 

free stream velocity. The Reynolds number 

(Res) based on the momentum thickness 

ranges from 667 to 3151, and the mass flux 

ratio (F) is in the range of 0.008 to -0.002. 

The predicted friction coefficient normalized 

with the friction coefficient without wall 

transpiration is shown in Figure 11, where the 

solid line is based on the equation proposed 

by Simpson et al.[25]. The dashed line is 

the direct extension of the Simpson et al.'s 

equation to the suction side. It can be clearly 

seen that the predicted skin-friction coefficient 

of the present model agrees well with the LES 

and experimental data, and this indicates the 

validity of the present model in applying.to 

flows with high level of transpiration. 

5.2    Channel flow with uniform 

transpiration-thermal field 

In this section, the focus here is on the 

predictive capability of the model to thermal 

field with constant wall temperature within 

the aforementioned channel flow with wall 

transpiration [5]. Traditionally, the thermal 

diffusivity is assumed to be at = vtf Prt and 

the commonly adopted value of Prt is 0.9[12]. 

However, the recent DNS data[26, 27] indicate 

that the wall value of the turbulent Prandtl 

number is about 1.1 for normal and large 

viscous Prandtl number fluids. Preliminary 

predictions with two different Prt indicate 

marginal difference, though prediction with 

Prt = 1.1 shows more accurate turbulent heat 

fluxes. 

The predicted normalized temperature and 

turbulent heat flux are shown in Figures 12 

to 13, together with DNS data[5]. It can 

be observed that the assumption of constant 

turbulent Prandtl number could capture the 

essential characteristics of the thermal field. 

Referring to Figures 13 and 14, it can be 

clearly seen that the present model shows a 

much better results than the rest of the two 

models do. This might be attributed to the 

correct dynamic field predicted. 

5.3    Developing   Channel   Flow 

with Uniform Injection 

To further explore the model's performance in 

complex environments, the model is applied to 

6-14 



simulate flow in a two-dimensional duct with 
fluid injection from a permeable part of the 
wall. Measurements[7] of the flow quantities 

as well as wall heat transfer characteristics are 

available to evaluate the model's performance. 

The geometry of the duct is shown in Figure 

14. Flows with three Reynolds number, 

Äem(2fcZ7nw/i/)=6700, 9030, and 18500, were 

investigated, where h is the channel height, 

Umo is the average inlet streamwise velocity 

and v is the kinematic viscosity. Different 

levels of injection from the permeable wall 

were also investigated and the injection rate 

is defined as F0 = vw/Umo, where vw is 

the injection velocity. Based on previous 

investigation of non-permeable flow[ll] and 

the results from previous section, grid, size 100 

x 60, which was nonuniform in both the x and 

y, was adopted. The first near-wall grid node 

was placed at y+ < 0.5. 

Attention here is drawn to the predictions 

by the present model, and the predictions 

by CH model is also shown for comparisons. 

The influences of the injection on the flows 

at different Reynolds numbers and injection 

rates can be seen from the streamwise velocity, 

shown in Figures 15 to 17. Due to the presence 

of the injection from the bottom wall, the 

location of the maximum velocity has been 

shifted upward. An excessive deceleration of 

the streamwise velocity near the permeable 

wall was predicted by the CH model compared 

to the measurements, and the simulation by 

the present model shows the correct level of 

flow development. 

Finally, attention is directed to the heat 

transfer predictions at different levels of wall 

transpiration.     Figure 18 shows the local 

Nusselt number along the permeable wall at 
Rem =6000. It can be clearly seen that the 

elevated level of wall transpiration causes the 

reduction of Nusselt number. Although both 

the present and CH models can reproduce this 

phenomenon, the reduction of Nu predicted 

by the CH model is excessive compared to the 

measurements. 

6    Conclusion 

Dynamic and thermal field within flows 

with wall transpiration were predicted by an 

improved low-Reynolds-Number k — i model. 

The performance of the proposed model was 

first contrasted with the DNS data of channel 

flow with uniform wall injection and suction. 

Despite the presence of wall transpiration, 

the DNS data indicated the location of the 

maximum dissipation rate is right on the wall, 

as in the case without wall transpiration. The 

superior performance of the adopted model 

was reflected by the predicted correct level 

of e with the maximum locating at the wall 

and, in strong contrast, the CH and LS 

models indicated a misplaced local maxima. 

By comparing the predicted skin-friction 

coefficient with the DNS and LES data, the 

validity of the present model in applying to 

flows with high level of transpiration was 

ascertained. Predicted thermal field by the 

present model also compared favourably with 

the DNS data. The model was further applied 

to simulate a transpired developing channel 

flow. By contrasting the predicted results 

with measurements, the results indicated that 

the present model reproduced correctly the 

deceleration of the flow caused by the wall 
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injection and the near-wall heat transfer 

behavior. 
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Table 1: The constants and functions of 

various forms oik — e models 

LBS data (Exit Rem = 56840) 
Blowing Suction 

present LES[22] present LBS[22] 

F = Wmo« 
bf - 2F/cyilvT 

0.00375 
2.071 

0.004 

2.030 
-0.00375 
-2.071 

-0.004 

-2.030 

LBS data (Exit Rem = 23853) 
Blowing Suction 

present LES[22] present LES[22] 

f = Vo/Vmam 

b,=2F/cf.NT 

0.002 
0.9 

0.00188 

0.85 
-0.002 
-0.9 

-0.00188 
-0.85 

DNS data (Exit Aem = 4446) 
Blowing Suction 

present DNS[5] present DNS[5] 
F = v„/Um<,. 

bf =2F/Cf,NT 

0.003 
0.899 

0.003 
0.9 

-O.003 
-0.92 

-0.003 
-0.9 

Injection Side Suction Side 

Table 2: The operating conditions for 

transpired flows 

Figure 2: Mean velocity profile 
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Figure 3:   Mean velocity plotted from the 

injection wall 
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Figure 4:   Mean velocity plotted from the 

suction wall 
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Figure 5: Reynolds shear stress distribution 
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Figure    7:       Turbulent    dissipation   rate 
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Figure 8: Budget of turbulent kinetic energy 

without transpiration 
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Figure 9: Budget of turbulent kinetic energy 

in the injection region 
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Figure 10: Budget of turbulent kinetic energy 

in the suction region 
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Figure 11:    Ratio of friction coefficient to 
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Figure 12: Mean temperature profile for Pr 
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Figure 13: Turbulent heat flux for Pr = 1.1 
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Figure 14: Geometry of duct flow with fluid 
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1. SUMMARY 
In the film cooling of turbines the coolant is 
significantly cooler than the freestream. Consequently 
the coolant is at a higher density and this plays an 
important role in determining the flowfield. In 
laboratory experiments with small temperature 
differences this density difference is simulated by using 
dense foreign gas. This paper analyses the effect of 
molecular properties on the thermal measurements so 
that they may be related to the cold air situation. 

2. NOMENCLATURE 
A,B,C - functions of position, eqn (15) 
Cp -specific heat at constant pressure 
fhf2 -functions 
GXiy - mass flux, pu^y 
i - specific enthalpy 
k - thermal conductivity 
M - mole fraction 
m - mass fraction 

Nux - Nusselt number = &L  
kg Vow ~TW) 

Pr - Prandtl number 
q - heat flux 
Rex - Reynolds number based on freestream and x 
T - Temperature 
x - coordinate in freestream direction 
y - coordinate perpendicular to surface 

8 - viscous sublayer thickness 
s - diffusivity 
£ - thermal diffusion coefficient 
77 - film cooling effectiveness 
X - mass diffusion coefficient 

p - density 
// - viscosity 

\dy 

Suffices 
A 
aw 
b 

- cold air coolant 
- adiabatic wall 
- evaluated at the bottom of the turbulent 
region 
- coolant 

FG       - foreign gas coolant 
g - freestream 
w - evaluated at the wall 

3. INTRODUCTION 
The use of foreign gas in film cooling experiments has 
been prevalent throughout the history of the subject. 
The foreign gas has been employed in the coolant 
flows for the following reasons. 

1. To act as a tracer gas to determine the distribution 
of coolant (Goldstein, 1971). 

2. To enable coolants of different density to be 
injected while at the same time acting as a tracer 
gas. The experiment is essentially isothermal 
(Goldstein, 1971 and Pedersen et al, 1977). 

3. To simulate coolants of different densities in heat 
transfer experiments (Teekaram et al., 1989). 

4. To simulate coolants of different densities in 
aerodynamic experiments (Day et al, 1996). 

5. Although not directly germaine to the present 
subject there is a class of experiments in which the 
mass transfer to heat transfer analogy is employed 
(Eckert, 1986). 

Combinations of these techniques are employed 
whereby the mass transfer analogy is used with a 
foreign gas injection (e.g. Ammari, Hay and Lampard, 
1989) or a tracer gas is used within a different foreign 
gas (e.g. Salcudean et al, 1994). 

The objective of the present paper is to explore the 
interpretation of the third class of experiments, referred 
to as case (3) in the following. 

Although there are situations where gases dissimilar to 
the freestream are injected for film cooling purposes 
this paper is concerned with the simulation of the gas 
turbine situation. In this case a significant ratio of 
coolant to freestream density occurs, resulting from 
their temperatures. The coolant temperature may be 
1000K and the freestream 2000K giving density ratios 
of approximately two. In order to reproduce such large 
density ratios in a laboratory situation recourse to the 
use of heavy foreign gas as the coolant has been 
common. At present there is no general scaling 
parameter or procedure for the film cooling process and 
hence the need simulate the coolant density. The first 
tests of the use of foreign gas to simulate the injection 
of relatively cold air coolant were those of Teekaram, 
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Forth and Jones (1989). In these experiments 
equivalent densities and mass flow rates were achieved 
by injecting C02 and air at different temperatures. The 
different thermal boundary conditions were taken into 
account by the normalisation of temperatures, inherent 
in the definition of film cooling effectiveness. Thus the 
mass flux and the momentum flux of coolant were 
reproduced and the assumption was that this generated 
the same flow field. At the same time little thought was 
given to the fact that the molecular properties of air and 
C02 were different, other than to note this difference 
and argue that the effects on the similarity of the 
parameters measured would be small. The experiments 
were performed to test this assumption and indeed 
showed good agreement between the air and C02 

injection at the same coolant to freestream density ratio 
and injection to freestream velocity ratio. Since this 
time other workers have employed foreign gas to 
simulate density differences in heat transfer 
experiments (e.g. Han and co-workers 1993, 1995 and 
1997). 

In this paper analysis of the simulation of the thermal 
field is undertaken. This results in a justification for the 
close correspondence in the C02/air experiments and 
also gives formulae to correct experimental data for 
different gases. 

4. SIMULATION OF COOLANT FLOWS 
The boundary layer flow field in gas turbine film 
cooling is highly turbulent. The transport of species, 
momentum and enthalpy is thus dependent on the 
turbulent flow field generated by the coolant injection. 
The role of viscosity is secondary other than in the 
surface sublayer and perhaps within the injection 
geometry. Thus, if coolant of the same density 
although a different gas, is injected with the same 
velocity then the turbulent flowfield should be similar. 
Discharge coefficients of blade cooling holes are only 
Reynolds number dependent at low flow rates 
(Rowbury et al 1998). Also the thickness of a viscous 
sublayer under a flat plate turbulent boundary layer is 
dependent on Reynolds number to the tenth power. 
Hence the effects of Reynolds number changes due to 
foreign gas can be considered small in the first 
instance. Of course, freestream conditions and hence 
Reynolds number are assumed to be the same. It should 
be pointed out that the correspondence between flow 
fields referred to above obtains when both coolant 
density and mass flow (i.e. velocity) are simulated. 
Merely matching momentum flux is not a sufficient 
condition. Many workers do make the latter 
assumption and compare results for film cooling 
effectiveness and heat transfer coefficient in this case. 
It is obvious that such comparisons are approximate at 
best. 

5. BASIC EQUATIONS 
The basic boundary layer differential equations for 
flows of gas mixtures are given in Kays and Crawford 

(1993). For a binary mixture of an inert, foreign gas 
coolant in a freestream gas the mass concentration 
equation is, 

dm dm    d 

The energy equation is 

dm 
= 0 (1) 

di di    d(   d? 
G*&+G^-%lgdy) = 0 (2) 

m is the mass concentration of the coolant and / is the 
specific enthalpy of the mixture 

i.e. i = ig (1-m) + i/n. (3) 

The local mass flux is G and X and £are the mass and 
thermal diffusion coefficients respectively. It has 
already been assumed that the diffusion coefficients are 
equal in arriving at these approximate governing 
equations. In the context of the present turbulent flow 
they refer to the turbulent quantities and their equality 
means that the turbulent Lewis number is unity. For 
gases this assumption is reasonable (Kays and 
Crawford 1993). 

The thermal problem must generally be specified in 
terms of enthalpy, /, boundary conditions rather than in 
terms of temperature, T, which is the conventional 
method. The use of temperature arrives at the usual 
description of film cooling in terms of the film cooling 
effectiveness, 77, where, 

77 = 
Tg — Taw 

Tg-Tc 

suffices aw, g and c refer to the adiabatic wall, 
freestream and coolant respectively. The effectiveness 
is independent of the temperature boundary conditions 
as may be shown by superposition (Jones, 1991). 

In the case (1) of experiments where a low 
concentration of tracer gas is employed the flow is 
essentially composed of a single gas and the energy 
equation may be written in terms of temperature. 

rdT^rdT    d 
dx        dy    dy 

dT 

.  oy) 
= 0 (4) 

The adiabatic wall case corresponds to that of an 
impermeable wall for the concentration equation. Thus 
at the wall (suffix w); 

'dm ST 
= 0 (5) 
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The   concentration   field   thus   corresponds   to   the 
temperature field and, 

m 
mc Z-T. 

(6) 

giving the film cooling effectiveness as 

mc 

T   -T. 

T-T, 
i = /7 (7) 

In case (2) dense foreign gas is injected such that 
coolant density is significantly different to that of the 
freestream. This corresponds to the higher density of 
cold air injection. Again the majority of the flowfield 
and boundary conditions correspond for the adiabatic 
wall case and the film cooling effectiveness is given by 
eqn. (7). There is possibly an influence of different 
properties in the sublayer on the flowfield due to the 
molecular viscosity being different. 

6. THERMAL FIELD FOR AN ADIABATIC 
WALL 

The case (3) considered in this section obtains when 
the foreign gas is at a different temperature to the 
freestream. The adiabatic wall temperature is 
determined in an experiment and the effectiveness for 
the equivalent air case is sought. In this case the 
enthalpy boundary conditions relate to the mass 
fraction as Cp is not constant. From eqn. (3) 

Cp = Cpg(l-m)+Cpc m (8) 

In the following it is assumed that Cp's of air and 
foreign gas are independent of temperature. Hence Cp 
is only a function of concentration. This assumption is 
valid for the foreign gas experiments as these are 
conducted at modest temperature differences, the large 
density differences being simulated by the 
concentration of foreign gas as already described. For 
the air or engine cases, large temperature differences 
are present, however, the value of Cp can be taken as 
being essentially constant. Thermal conductivity is 
dependent on temperature and the local value is used 
for the engine situation. Again, the thermal 
conductivity is a function of concentration for the 
foreign gas experiment. 

At the wall 

8Cp) 
8y 

T + 
fdT\ 

Cpw=CPw\?f)   =0 

as the wall is impermeable and adiabatic. 

Thus the boundary conditions for i and m are identical 
if the isothermal case at Tg is subtracted from the case 

considered as this is also a zero heat transfer situation. 
Thus:- 

Freestream 0 
m 
0 

Coolant Cpc{Tc-Tg) 

Wa» Cp9fy„-Tg) m„ 

Thus 

but in this case 

Cp\T$-Tc)      1 

Tg — Tm -r>    i.e. the film cooling 

effectiveness measured with foreign gas. The film 
cooling effectiveness for cold air TJA with the same 
coolant density is given by setting Cpc = Cpg. Thus 

Cpw 

CPc 

Cpw is found from eqn (8), giving, 

CpjU  

(9) 

J?FG = 

also, 

Cpg{l-rjA)+Cpc7?A 

(10a) 

VA = 
cPgn» 

CpÜ-riJ+Cpjl, 
(10b) 

The suffices FG and A refer to the cases for foreign gas 
and air respectively. 

7. HEAT TRANSFER 
The equivalence between the air and foreign gas 
enthalpy fields is not exact in case (3) when heat 
transfer is present as the sublayer molecular properties 
will be influential and different. However, as in the 
previous section it may be assumed that the turbulent 
flow field does correspond. If correspondence is thus 
sought for the turbulent region, the sublayer may be 
added subsequently. The temperature at the bottom of 
the turbulent layer is given by Tb as shown in Fig.l. 

The heat transfer at b in Fig.l is given by, 

Jy. 

where %h=ehph 

(11) 
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s and p being the turbulent diffusivity and density 

respectively. As 

assumed that 

'a*^ 
[dy 

at the wall is zero it can be 

'do? = o 

te?l = vA 'dTs 

(12) 

(13) 

Assuming that heat transfer takes place by conduction 
through the sublayer of thickness S. 

?»=*! 
Th-T„ (14) 

where k is the conductivity. 

The enthalpy field in the turbulent region will be of the 
form 

i = A + BCpc{Tc-Tg)+CCp„{Tb-Tg)        (15) 

where A,B and C are functions of position. 

This expression arises due to the linearity of the energy 
equation, eqn. (2), in enthalpy allowing superposition 
of the enthalpy fields for different boundary conditions 
given in Fig.2. A is the enthalpy field for isothermal 
conditions; B that for a coolant of unit enthalpy and 
zero enthalpy in the freestream and at the wall; C 
corresponds to unit enthalpy at the wall and zero 
freestream and coolant enthalpy. 

Differentiating eqn. (15) with respect to y and using 
eqn. (11) gives the heat transfer rate as, 

j- = ßCpc(Tc-Tg)-<ICpw(Tb-Tg) 

where RJ®B\ 

(16) 

ß = 
dy) 

'dC^ 

{&)> 
and^ = _ 

When the wall is adiabatic then Tb = Tbad = Tm 

Thus 
i T1 

g ~1a 
, T -T CPJ  

n" 

When Cpc = Cpu, = Cps this equals rjA and therefore, 

CPc 

This equation is the same as found previously, eqn. (9). 
Substituting back in eqn. (16) for Ts -Tc gives, 

 = <t>CPv,(Tm-
Th) 

Eliminating fusing eqn (14) gives 

q       _    fchPbCPw 
{Tm-Tw)    { t <f>£hP„Cpv5 

Thus the Nusselt number, Nu, becomes 

qx &hPbx cPw 

(17) 

(18) 

Nu = 
kg{Tm-Tv)       kg     1 | friPidCPw 

(19) 

Dimensional reasoning shows that the term in eqn. (19) 
fabPbX may be expressed as a function of freestream 
Reynolds number and coolant injection properties, 

fcbPb* 
= /. 

f \ 
K.e   ,—,— 

The term containing 8 may be similarly expressed in 
terms of function^. Hence eqn. (19) becomes, 

Nu = - 

Pr Sb.f Pr* cPg 
/] 

(20) 

1 + Pr, Cpw  
ks f 

Cp/K 

Thus the ratio of Nusselt number for the cold air or 
engine case to that for the foreign gas simulation which 
is at the same Reynolds number and coolant to 
freestream density and velocity ratios becomes, 

NuA 

Nu FG 

(2±\ 
1+ Pr 

'CptK, FG 

1 + Wt] 
A 
h 

(21) 

Again it is assumed that Cp for air is independent of 
temperature. 

Analytical solutions for constant property flows 
matching the viscous sublayer to the turbulent region 
above are available and use may be made of these to 
obtain an approximate value off2. 

Thus an estimate of the flowfield term^S in eqn (21) 
may be made from the heat transfer to a flat plate in a 
uniform flow. From standard texts (e.g. Kays and 
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Crawford, 1993) the constant property equation, for 
gases, is, 

Nu   = 
0.0287 Re °8Pr 

0.169 Re /01 (13.2 Pr-8.66)+0.85 
(22) 

Pr is the Prandtl number and Rex is the Reynolds 
number based on distance, x, from the leading edge. 
Eqn (22) may.be rearranged to give, 

Nu  =■ 
Pr/,(R'eJ (23) 

1 + - 
2.62 Pr 

Re. -2.00 

The last term in the denominator corresponding to the 
thermal resistance of the sublayer represented by the 
term f2Pr in eqns. (20) and (21). As can be seen the 
term is relatively insensitive to Reynolds number and 
as stated refers to the constant property case. 

fi = 
2.62 

Re"-2.00 
(24) 

For Rex=ltf,f2=2.25 and for Rex=l(f,f2 =1-32 

CpwFC and kwFC are determined from T}A=m found from 
eqn.(10b). CpwFG is given by eqn.(8). kwFG is 
approximately given by an equation of the same form, 
i.e., 

k = k (l-M)+kcM (25) 

but in this case Mis the mole concentration determined 
from m. The value of k for the air case is determined by 
the relevant temperature. 

It should finally be mentioned that the foregoing 
analysis has assumed that the local wall temperature 
represents, the isothermal wall situation. This is not 
exact, however, as Eckert (1992) points out "the 
upstream temperature or heat flux distribution has little 
effect on the local Stanton number in a turbulent 
boundary layer". 

8.  EXPERIMENTAL RESULTS 
Heat transfer results, are available for carbon dioxide 
injection and for injection using a gas mixture of 
sulphur hexafluoride and Argon. The mixture has the 
property that its ratio of specific heats is 1.4 i.e. the 
same as that of air. In this manner compressibility 
effects should also be reproduced although the analysis 
in this paper does not include compressibility. The 
properties are given in the Table 1 below 

Gas 

AIR 
(300K) 

Density 
ratio 

1.0 
(KJV) 

1.005 
(W.m.-'k"1) 
2.614xl0-2 

Pr 
KB.m-' 

0.711        1.85xl0"5 

co2 1.52 0.852 1.662xl0"2         0.768 1.499xl0-5 

(300K) 
SF6+A 1.77 0.564 1.67xl0-2          0.733 2.17xl0-5 

(300K) 
AIR 1.141 6.72x10-2          0.709 4.177xl0"5 

(1000K) 
AIR 1.286 0.111             0.701 6.07x10"5 

(1800K) 
Table 1- Properties of Air, C02 and SF6+A mixtures. 
(Air andSF6 + A from Oldfield and Guo (1998)) 

Eqn. (10b) gives the air film cooling effectiveness as a 
function of the measured foreign gas effectiveness and 
this is plotted in Fig.3 for C02 and SF6+A mixtures. 
There is little correction for the C02 injection whereas 
the correction is significant for SF6+A. The 
experimental results of Teekaram, Forth and Jones 
(1986) for C02 injection are given in Fig.4. These are 
compared with experimental results for the same 
injection density and velocity ratios but with air as the 
coolant. As can be seen the results are extremely close. 
In general the results for the C02 are slightly below 
that for air as would be predicted by eqn. (10b). 
However the experimental error obscures close analysis 
of the difference. 

Examples of the correction necessary to give engine 
film cooling effectiveness and heat transfer coefficient 
are given in Figs. (5) and (6). In these cases SF6+A was 
the foreign gas employed. The correction can be seen 
to be significant. 

9. CONCLUSIONS 
An approximate procedure has been set out for the 
correction of film cooling experimental results which 
employ foreign gas to achieve large coolant densities 
compared to the freestream. This takes into account the 
difference in specific heat and thermal conductivity. 
The correction has been shown to agree with the 
experimental observation that there is little correction 
necessary in the case of C02 injection. In general both 
film cooling effectiveness and Nusselt number require 
correction according to the formulae presented. 
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Fig.l. Schematic diagram showing turbulent region and 
sublayer 
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Fig.2.    Boundary conditions which when superposed 
give the desired enthalpy boundary conditions 
of Fig.l. 
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Fig.3. Film cooling effectiveness for cold air, T]A, 

versus the equivalent value for foreign gas, 7]FG. Eqn 
(10b). 
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(b)       Density ratio El. - \ 67 
Pz 

Fig.4. Results for effectiveness 77 versus distance 
X/D downsream from a single row of 30° 
holes of diameter D. Carbon Dioxide and air 
injection results for the same density ratios. 
From Fig.3. it can be seen that the results for 
air are expected to be slightly above those for 
C02. 
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Fig.5. Film cooling effectiveness, TJ, on an 
NGV determined from experiments using SF6 

+ A as the coolant and the value determined 
for the engine using eqn (10b). The lines 
show the positions of rows of film cooling 
holes. 
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Fig.6 The ratio of Nusselt No. for the engine to that 
determined for SF6 + A coolant in an 
experiment on an NGV from eqn (21). Dotted 
lines are rows of coolant injection holes. 
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EVALUATION OF ADVANCED LOW-REYNOLDS NUMBER k-e 
TURBULENCE MODELS FOR PREDICTING CONVECTIVE HEAT 

TRANSFER 

D. Giebert, R. Koch, A. Schulz and S. Wittig 

Institut für Thermische Strömungsmaschinen 
University of Karlsruhe (TH), Germany 

ABSTRACT 
An assessment of three recently published low Reynolds number k-e models (Abe, Kondoh and Nagano [1], 
Cho and Goldstein [8], Chang, Hsieh and Chen [6]) especially tuned for separating and reattaching flows is 
presented. For comparison, the popular low Reynolds number model by Lam and Bremhorst [17] is included. 
All models are investigated for the prediction of convective heat transfer phenomena in complex engineering 
flows. For the calculation of the thermal field a zero-equation heat transfer model has been pursued for all 
models by assuming a constant value of the turbulent Prandtl number. Additionally, a first order closure of 
the thermal field proposed by Abe, Kondoh and Nagano [2] is applied to take into account the variability of 
the turbulent Prandtl number. A variety of numerical results with heat transfer by using these models are 
compared partly for flow situations for which these models have not been tested yet. Results are shown for 
a fully developed channel flow with thermal field, two backstep flows with dissimilar wall thermal condition, 
and a flow around a convectively cooled turbine blade. The models are assessed by comparying heat transfer 
coefficients and selected fluid dynamic data with available DNS or experimental references. On the basis of 
that comparison the strengths and weaknesses of the models are revealed for both reproduction of the real 
physics and computational efficiency. 

1. INTRODUCTION 

A widely used method for calculating turbulent 
flows with heat transfer is the linear k-e turbu- 
lence model. Due to its simplicity and effective- 
ness, this model is often preferred over more sophis- 
ticated nonlinear k-e models (Speziale [33], Park 
and Sung [23]) and higher order turbulence mod- 
els (Sommer, So and Zhang [32]) or LES and DNS, 
particularly for engineering applications. However, 
the accuracy of heat transfer rates predicted by the 
k-e model is strongly affected by the treatment of 
the near wall region. In gerneral, to avoid modeling 
of the immediate vicinity of the wall, the so-called 
wall function approach (Launder and Spalding [19]) 
is employed to bridge across this region (Ciofalo and 
Collins [9], Djilali, Gartshore and Salcudean [10]). 
This method may fail when complex flows are en- 
countered due to its inappropriate model assump- 
tions. 

A more general and also more detailed description 
of the flow characteristics and heat transfer near the 
wall is provided by low-Reynolds-number (LRN) 
k-e turbulence models. By integrating the trans- 
port equations of the turbulent kinetic energy and 
its dissipation to the wall, this approach attempts 
to model the direct influence of molecular viscosity 

and wall proximity. LRN k-e models yield quite sat- 
isfactory results for attached boundary-layers (Pa- 
tel, Rodi and Scheuerer [25], Sieger, Schulz, Craw- 
ford and Wittig [31], Sieger, Schiele, Schulz and 
Wittig [30]), but their suitability for complex sepa- 
rating and reattaching flows is rather limited be- 
cause of both, the use of inappropriate parame- 
ters in the model damping functions (e.g. the fric- 
tion velocity uT) and the prediction of an excessive 
level of turbulent length-scales near reattachment 
zones. The latter leads to an overestimation of heat 
transfer rates by several orders of magnitude (Laun- 
der [18], Chieng and Launder [7]). In recent years, 
research towards the development of a linear LRN 
k-e turbulence model which is capable to predict 
separated flows with and without heat transfer has 
been actively pursued. The results reported so far 
(Abe, Kondoh and Nagano [1], Abe, Kondoh and 
Nagano [2], Cho and Goldstein [8], Chang, Hsieh 
and Chen [6]) are for quite different test cases mak- 
ing an evaluation of the models difficult. Therefore, 
there is a need for a comparative study to reveal an 
accurate classification of these models. 

In the present study a variety of numerical results 
for flows with practical engineering application in- 
cluding heat transfer by using the models by Abe, 
Kondoh and Nagano [1], Cho and Goldstein [8], 
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Chang, Hsieh and Chen [6] will be compared. The 
results of the popular model by Lam and Bremhorst 
[17] are included as reference representing a well- 
established LRN model tuned for attached boundary- 
layers. 

2. GOVERNING EQUATIONS 

The time-averaged turbulent transport of mass, mo- 
mentum and energy for a steady flow of an ideal gas 
can be written in Cartesian co-ordinates as: 

^— (pujUi) = -£- 

ö^(pui) = 0, 

dp 

(1) 

dxj     3 dxi 

d   \   (dui     duj     2dukx \      -7-7 
,(2) 

_d 
dx. ;<"■*>-&(&&-**)+*   (3) 

In this formulation, it is assumed that the turbu- 
lent density fluctuations are negligible. The ad- 
ditional source S in the energy equation contains 
terms which correspond to the work done by pres- 
sure as well as viscous and Reynolds-stresses. The 
evaluation of the Reynolds stress terms pu'^u', and 
the turbulent heat fluxes pu^h' in Eqs. (2) and (3) 
requires a turbulence model. 

2.1 Turbulence modeling of the velocity field 

Within a linear LRN-fc-e turbulence model, formu- 
lation of the Reynolds-stresses — pu^u'j are described 
by the Bousinesq eddy viscosity concept which re- 
lates the turbulent transport of momentum to the 
eddy viscosity and the mean velocity gradients: 

-j-j- fduj     dm     2dukj. \ 

- -^pkSij. (4) 

The eddy viscosity is calculated from the relation 

k2 

Mt =pfßCß — (5) 

where the two turbulent parameters k and e obey 
the following transport equations: 

9   (       M 9 

dx-{pUik) = 8x1 

dxi dx{ (-5) 

+ Pk-pe,   (6) 

de_ 

dxi 

+ (CihPk - pC2f2e) 

with the production term P* of the turbulent ki- 
netic energy 

Pk    = 
fduj     9u£ _ 2 Buk x \ 

fH\dxi 
+ dxJ     3dxkij) 

- -öPtäij 
duj 
dxi (8) 

+ E,    (7) 

In Eqs. (5) - (7), CM, Ci, C2, Ok and ac are model 
constants, whereas the model damping functions 
fp, AJ h and the additional term E reflect the 
effect of wall-proximity. 

In this study the LRN treatment is based on mod- 
els by Abe, Kondoh and Nagano [1], Cho and Gold- 
stein [8], Chang, Hsieh and Chen [6] (abbreviated 
subsequently as AKN, CG, CHC) and their capa- 
bilities in calculating complex flows typical for en- 
gineering applications including heat transfer phe- 
nomena are investigated. The selection of the mod- 
els stems from the requirement that the inherent 
model damping functions must not reveal any sin- 
gularities at separation and reattachment due to 
inappropriate model parameters. For comparison 
with a well established LRN turbulence model, the 
k-e model by Lam and Bremhorst [17] (subsequently 
referred to as LB model) originally tuned for at- 
tached boundary layers, is included as reference. 

For the models examined, the LRN functions, the 
model constants, and the additional term E as well 
as the boundary condition (BC) assigned to e at 
solid walls are summarized in Table 1. For com- 
pleteness Table 1 also contains the constants of the 
standard k-e model. 

Subsequently, the main characteristics of the mod- 
els and their differences are briefly described. For 
details regarding the model development and for- 
mulations the reader is referred to Abe, Kondoh and 
Nagano [1], Cho and Goldstein [8], Chang, Hsieh 
and Chen [6] or Lam and Bremhorst [17]. 

It should be noted that the AKN model is an ex- 
tension of the model of Nagano and Tagawa [20]. 
Unlike the Nagano and Tagawa model, it is tuned 
for the prediction of separating and reattaching flows. 
This capability is achieved by introducing the Kol- 
mogorov velocity scale ue = (i>e)0-25 in the model 
functions /M and f2 instead of the friction velocity 
uT. Moreover, the model constants C\, C2, Ok and 
cre differ in part significantly from the standard val- 
ues (cf. Table 1). They have been reevaluated by 
computational optimization in order to give better 
agreement with experimental data of recirculating 
flows (Abe, Kondoh and Nagano [1]) and to sat- 
isfy the relation C\ = C2 — K2/{(Tty/C^) to which 
the equation of the dissipation rate is reduced in 
zero pressure gradient local-equilibrium flows with 
a logarithmic velocity distribution (Patel, Rodi and 
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Table 1: Summary of the model constants, damping functions and additional terms 

Model ew — BC Cß Ci c2 Ok <*t u h h E 

St. k-e Wall-Fkt. 0.09 1.44 1.92 1.0 1.3 1.0 1.0 1.0 0 

LB S£- - 0 0.09 1.44 1.92 1.0 1.3 
ri_e(-°-0163Äe»)l2 

■(1+Es?) 
1+(^

3 
l-e("Äe?)    • 0 

AKN ^ = 21/^r 0.09 1.5 1.9 1.4 1.4 
{1 + ^-eH^)2]} 

.[l_e(-^)]2 
1.0 

{1-0.3-eK^-)2]} 

•[l-e(-^)f 
0 

CG -&- - 0 
dyn        V 0.09 1.44 1.92 1.0 1.3 l-0.95-e(-510"5fie'2) 1.0 1 - 0.222 • e(-T^) Se 

CHC ,   -,,d2k 
£w - VgyT 0.09 1.44 1.92 1.0 1.3 

[1 _ e(-0.0215iJey)j
2 

(-1   ,    31.66 "\ 
■{1+ BelM) 

1.0 
[1 - 0.01 • e(-

R&] 
.(l_e(-0.0631ße,)\ 

0 

With: kp, xp: values of k, yn at the grid point closest to the wall, yn: normal distance from the wall, 

5, = 1.44(1-W [^(4^)%2^(|^)2|] +P.max [0.83^ (^ - 1) (üi_)2,0.0] 

I = *£; Ci = 2.44, Ret = £,Rey =^L,y» = ^L with ue = (i*)°-M 

Scheuerer [25]). On the other hand, the CG, CHC, 
and LB model use the same model constants as the 
standard k-e model. 

As far as the wall limiting conditions are con- 
cerned {-u'v' oc yl, k oc yl, pt oc yl,fß oc y'1, /2 oc 
y\ (in absence of an extra source term E in the 
e-equation) and e -*■ ew) both the AKN and CHC 
model comply with these requirements. In contrast, 
the CG as well as the LB model do not satisfy 
the conditions for both the model damping func- 
tion ff,, oc j/"1 and the shear stress — u'v' oc y^ at 
the wall. A series expansion of fß leads to fß oc y° 
for both models. In the LB model, the requirement 
$2 oc y\ which is demanded by the e-equation at 
the wall is not satisfied (Patel, Rodi and Scheuerer 
[25]). In contrast to the AKN and the CHC model, 
the CG as well as the LB model increase the mag- 
nitude of e in the proximity of the wall by an ad- 
ditional extra source term E and a model func- 
tion /i in the e-equation, respectively. As can be 
seen from Table 1, the term E in the CG model 
is composed of three terms. A detailed analysis 
of E near the wall with k oc y^fß oc j/°, and 
Pt <* Vn W, indicates that the first terms in E 

1 relations revealed by the CG model near the wall 

( =1.44 • (1 - /„) • ^(Ä-)2) increases with 

y* with wall distance, whereas the second term ( 

=1.44 • (1 - fft) ■ 2ß(j0) f) shows a quadratic 
groth of e when approaching the wall. Both terms 
are related only to regions near the wall and within 
the buffer layer and vanish in the fully turbulent re- 
gion. The last term in E is adopted from Yap [36] 
to improve the prediction of the heat transfer rate 
in regions near reattachment due to damping of the 
turbulent length scales (I = fc3/2/e). However, if 
the length scale is less or equal to Ciyn (the value 
found for a flow in local equilibrium) last term in 
E is not effective. 

2.2 Turbulence modeling of the temperature 
field 

When heat transfer phenomena are considered, the 
most common way of calculating the turbulent heat 
fluxes pu\h' is to apply a simple gradient-transport- 
type model, where the fluxes are related to mean 
values of the thermal field: 
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Table 2: Summary of the model constants and damping functions for the heat transfer model 

eg,w — BC o-fc Cp\ Cp2 Cm CD2 Cx fpi fP2 fDl ID2 

w 1.6 1.9 0.6 2.0 0.9 0.1 (l_e(-a/*))2 
1.0 (l_e(-y"))2 _L_(C2/2-l)[l-e^*/5.7)f 

Conventionally, turbulent heat transfer is mod- 
eled with the assumption of a constant turbulent 
Prandtl number (in general Prt = 0.9) and the 
eddy diffusivity of heat (at = A/(/9cp) = /j,t/(pPr)) 
is assumed to be proportional to the eddy viscosity 
\it- This assumption which is essentially a zero- 
equation heat transfer model works well in many 
flow situations where the similarity between the ve- 
locity and the temperature field holds, despite the 
fact that even in simple attached boundary lay- 
ers the turbulent Prandtl number is far away from 
a constant universal value (Bagheri, Strataridakis 
and White [4], Reynolds [26]). However, for a flow 
situation with a complete dissimilarity between ve- 
locity and thermal field, e. g. due to sudden change 
of the thermal condition at the wall, a strong vari- 
ation of Prt is found (Antonia, Dann and Prabhu 
[3]), which generally cannot be neglected. 

In the present study, two approaches will be ex- 
amined to calculate heat transfer phenomena. They 
differ in the treatment of the turbulent Prandtl num- 
ber and therefore in the order of the heat trans- 
fer model. On the one hand, a constant turbulent 
Prandtl number of Prt = 0.9 is assumed for cal- 
culating the turbulent heat fluxes (Eqn. (9)) by all 
LRN models considered here (AKN, CG, CHC, and 
LB). A first order closure of the problem is attained 
by solving two additional transport equations for 
the temperature variance kg and its dissipation eg, 
respectively, to determine the eddy diffusivity of 
heat at- This approach allows the variation of the 
turbulent Prandtl number and seems to be a more 
general strategy for solving heat transfer problems 
when the turbulent Prandtl number is unknown. 
In the present study, the variability of Prt is only 
taken into account within the AKN model. It is 
subsequently referred to as AKNext to distinguish 
it from the AKN model where a constant turbulent 
Prandtl number is assumed. The AKNext model 
therefore contains higher order modeling terms and 
can be regarded as a tuned extension for the AKN 
model as far as the model constants and model 
damping functions are concerned. 

Following the strategy of Abe, Kondoh and Nagano 
[2], the governing equations for the two equation 

heat transfer model are: 

8 I      u\ d 

("*)& 
+ 2Pe - 2 peg, (10) 

d .        ,      d 

+ Cpifpi—Pe + Cp2fp2-rPk 
kg k 

2 

- Coif Dip-? Cx>2/D2P-jr- (11) 

Pg represents the rate of production of the temper- 
ature fluctuation 

Pe 
fdT\' 

(12) 

The eddy diffusivity for heat may be written as fol- 
lows: 

Ik2 

at = Cx 
k2 f    2R    \ 
e  V0.5 + jRy 

e-(il,/200)2 ^°-25V2R _ 
Pr 

[l _ g-^/14] . Jj _ e-VKy/"] f (13) 

where R is the time-scale ratio which represents the 
ratio of the characteristic decay times of the turbu- 
lent temperature and velocity 

R = TL = ke/2ee 

k/e 
(14) 

The turbulent Prandtl number is calculated from 
the relation 

Pn = ÜL. 
POit 

(15) 

In Eqs. (10)-(13) ah, CP1, CP2, CDU CD2, Cx, fpi, 
fp2, /DI, and fr>2 are constants and model damping 
functions, respectively. They are listed in Table 2. 
In addition, Table 2 also contains the wall-boundary 
condition for eg. 

It should be noted that this two equation heat 
transfer model is based on the LRN heat transfer 
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model by Nagano, Tagawa and Tsuji [21] which has 
been developed for the calculation of heat transfer 
phenomena of air (Pr = 0.71) in attached boundary 
layer situations. It is applicable to predict the ther- 
mal field of separating and reattaching flows with- 
out singularities arising from inappropriate param- 
eters in the model damping functions. 

3. NUMERICAL PROCEDURE 

3.1 Numerical method 

The current numerical study has been performed 
using a three-dimensional Navier-Stokes code de- 
veloped at the "Institut für Thermische Strömungs- 
maschinen" at the University of Karlsruhe. The ca- 
pabilities and performance of this code have been 
demonstrated for a wide range of technical flow 
configurations (Giebert, Gritsch, Schulz and Wit- 
tig [12], Kurreck and Wittig [16], Benz and Wit- 
tig [5]). 

In this CFD code, the governing equations are 
formulated in a body-fitted non-orthogonal curvi- 
linear co-ordinate system. It is based on a fully 
conservative, structured finite volume discretization 
method. The transport equations for the Cartesian 
velocity components and other scalars are solved 
using a non-staggered grid. All flow variables are 
stored at the same nodes ('cell-centered'). The so- 
lution procedure is iterative and the pressure-based 
SIMPLE algorithm (Patankar and Spalding [24]) is 
used to derive a pressure-correction equation. 

To avoid checkerboard pressure-velocity oscilla- 
tions an interpolation scheme similar to that of Rhie 
and Chow [27] is applied. For the discretization of 
the diffusive terms, a second order central differ- 
ence scheme is used, whereas the convective terms 
of all transport equations are discretisized by the 
second order accurate Monotonized-Linear-Upwind 
scheme (MLU) (Noll [22]). This high resolution 
scheme is bounded and, therefore, physically un- 
realistic over- and undershoots are avoided. The 
stability of this scheme allows to use it also for the 
convective terms of all turbulence equations (Eqs. 
(6), (7), (10), (11)). 

The system of the algebraic equations is solved by 
the strongly implicit procedure (SIP) of Stone [34]. 

3.2 Boundary conditions 

Unless otherwise stated, the following boundary con- 
ditions have been specified: Along the wall the ve- 
locities satisfy the no-slip condition and the turbu- 
lent kinetic energy k, the temperature variance as 
well as the pressure gradient dp/dyn are set to zero. 

The boundary conditions for the dissipation rate of 
the turbulent kinetic energy and the temperature 
variance at the wall are listed in Table 1 and 2, 
respectively. Additionally, either the wall tempera- 
ture or the wall heat flux are specified. At the inlet, 
the velocities, the turbulent kinetic energy and the 
temperature are derived from experimental data, 
whereas the dissipation rate e is specified by the re- 
lation given by Hassid and Poreh [13]. Following 
the strategy of Abe, Kondoh and Nagano [2], the 
temperature fluctuation and its dissipation are set 
to a sufficiently small value in the order of 10-7 at 
the inflow boundary. 

If DNS-data are available, all inlet profiles were 
taken from DNS solution in order to reduce the run 
times. 

At the outlet, the gradient of the flow variables 
in flow direction is set to zero. 

3.3 Computational details 

The computations were run on a SUN ULTRA work- 
station with 166MHz processor. Unless otherwise 
noted, the numerical solution was considered as fully 
converged when the normalized sum of absolute resid- 
uals (Xi norm) of each transport equation was be- 
low a pre-selected value of 10~4. Additionally, the 
non-dimensional norm of two successive iterations 
of all governing equations has been checked. The 
inner iterations were stopped once the residual fell 
below 0.3 of its initial value for all transport quan- 
tities except for the pressure correction, where a 
value of 0.05 was specified. Underrelaxation was 
used to account for the nonlinearity of the equa- 
tions. Since optimum values of the underrelaxation 
parameters depend on both the turbulence model 
used and the flow situation, the following data rep- 
resent only standard values. The underrelaxation 
parameters are in the order of 0.7 and 0.4 for the ve- 
locities and turbulence quantities, respectively, and 
0.2 for the pressure correction. 

4. RESULTS AND DISCUSSION 

The main goal of this study is the analysis of the 
performance of the LRN models AKN, CG, CHC, 
and LB when calculating complex flow situations 
including both recirculation and heat transfer phe- 
nomena. In a first step, the principal capabilities 
and limitations of the models will be examined on 
the basis of a fully developed channel flow situation. 
This simple test case is discussed because DNS re- 
sults are available and thus a detailed insight into 
the behaviour of the different models is possible. 

After that, two well documented backward facing 
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Figure   1:     Mean   velocity  profile   (DNS   from 
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Figure 3:   Profile of turbulent shear stress (DNS 
from [14]) 
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Figure 2: Profile of turbulent viscosity (DNS from 
[14]) 

step flows are considered, namely those of Vogel and 
Eaton [35] and Scherer and Wittig [28]. Addition- 
ally, the flow around a convectively cooled turbine 
blade has been selected to demonstrate the model 
capabilities in engineering flow situations. 

4.1 Fully developed channel flow 

Subsequently, the model predictions will be com- 
pared to DNS profiles (Kasagi, Tomita and Kuroda 
[14]) of a fully developed thermal field of a two- 
dimensional turbulent channel flow of air (Pr = 
0.71). As boundary condition for the thermal field 
at the wall, a constant heat flux is imposed so that 
the mean temperature linearly increases in the str- 
eamwise direction. The Reynolds number ReT based 
on the channel half-height and the friction velocity 
is 150. For the predictions, a non-equidistant com- 
putational grid has been used with 130 grid points 
accross the channel half-height. A grid sensiv- 
ity study revealed that this number is sufficient for 
a grid-independent solution with a minimum wall 
distance of y+ = 0.15. All quantities are normal- 
ized by the wall variables friction velocity uT, kine- 

Figure 4: /,, distribution (DNS from [14]) 

matic viscosity u, and the friction temperature Tr, 
respectively. The results are plotted with a semi- 
logarithmic scaling in order to better illustrate the 
behaviour in the proximity of the wall. In the fig- 
ures, the maximum value of y+ corresponds to the 
channel half-height or the channel center. As far 
as the AKN model is concerned, results shown here 
are obtained by taking into account the two equa- 
tion heat transfer model. This is due to the fact, 
that no mentionable differences are found between 
this result and the AKN model prediction when a 
constant turbulent Prandtl number is applied. 

Fig. 1 shows the mean velocity profile obtained by 
the various models. As can be seen, both the AKN 
and LB model give the best agreement with DNS 
data, whereas the CG and the CHC model overpre- 
dict the velocity distribution towards the channel 
centre. The good agreement with DNS data shown 
by the AKN model for the fully developed chan- 
nel flow is not surprising since it was calibrated by 
such data. The overprediction of the mean veloc- 
ity by the CHC model starting at y+ « 20 - 30 
can be explained by focusing the distribution of 
the turbulent kinematic viscosity vt, the turbulent 
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Figure 5: Profile of turbulent kinetic energy (DNS 
from [14]) 

shear stress u'v' (Figs. 2 and 3), and the relation 
u'v' = vtdu/dy ^. The lower calculated turbu- 
lent viscosity in this region, compared to the AKN 
and LB model predictions, requires an increase in 
the slope of the velocity profile in order to capture 
the maximum in the turbulent shear stress. Sim- 
ilar to that phenomenon, the CG model shows a 
severe underestimation of the turbulent viscosity 
with a following break-down in the vt prediction 
in the channel half-width, which can be only com- 
pensated by increasing intensively the gradient in 
the velocity profile. This abnormality in the CG's 
vt distribution is caused by the severe reduction of 
the damping function fß (Fig. 4). In contrast to the 
behaviour of the CG model, both the LB and CHC 
model reveal an overestimation of vt at the chan- 
nel centre (Fig. 2). Good agreement in ut with the 
DNS for y+ > 60 gives the AKN model which even 
captures the local maximum in vt in that region. 

The comparison of the model damping function 
fp with DNS data in Fig. 4 indicates that in close 
wall proximity the AKN as well as the CHC model 
predict the correct growth rate. As already men- 
tioned in section 2.1, both the LB and CG model 
give a constant value for /M as wall limiting con- 
dition. The misbehaviour of the model damping 
function of the CG model in the fully turbulent re- 
gion is caused by using solely Ret as argument in 
fß (cf. Table 1). In the low Re channel flow consid- 
ered, Ret shows a maximum value at y+ « 20 and 
a subsequent decrease for larger y+. 

Fig. 5 shows the profiles of the turbulent kinetic 
energy. All models except the LB model clearly un- 
derpredict the peak level of k. Only the LB model 
gives a fairly good agreement with the DNS data. 
The differences in the turbulent kinetic energy are 
related to discrepancies in the maximum value of 

2u'v' represents the only Reynolds stress of importance 
in the momentum equations in an attached near-wall flow 

Figure 6: Profile of dissipation rate (DNS from [14]) 

the dissipation rate e. As displayed in Fig. 6, the 
LB model gives the lowest peak value which results 
in higher turbulence levels in that region. None of 
the LRN models is capable to capture the growth 
in e very close to the wall as indicated by the DNS. 

The comparison between the model predictions 
and DNS data for the mean temperature field is 
presented in Fig. 7. Here again, the AKN model is 
superior in reproducing the DNS data with only a 
minor underestimation at the channel centre. Un- 
derprediction of the temperature near the channel 
centre by the LB model is caused by the strong 
overprediction of the turbulent viscosity in that re- 
gion (cf. Fig. 2). The CG and CHC model slightly 
overpredict in this region. 

Fig. 8 shows the RMS values of the temperature 
fluctuations of both the DNS data and the AKNext 
model. Qualitative agreement is quite good, but in 
the buffer layer an underestimation is revealed for 
the AKNext model. 

The profile of the dissipation of the temperature 
variance is plotted in Fig. 9. The peak of e^" is 
overpredicted by the AKNext model which is the 
reason for the too low values of the temperature 
fluctuations in that region. Underestimation by the 
AKNext model is found for the dissipation close to 
the wall but the slight increase depicted by DNS is 
also indicated by the calculation. 

The variation of the turbulent Prandtl number 
is shown in Fig. 10. In contrast to the DNS data, 
the AKNext model prediction shows a dip in the 
Prt-profile, whereas towards the channel centre this 
model predicts a fairly constant value. However, the 
low variation of Prt is of minor importance in that 
flow situation. 

Beside the correct prediction of the physics, an 
important factor affecting the choise of a model for 
engineering applications is its behaviour in terms 
of robustness and computational efficiency. In or- 
der to illustrate the performance of the different 
models, the sum of the residuals averaged over all 
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Figure 7: Profile of mean temperature (DNS from 
[14]) 

Figure 9: Profile of dissipation of temperature fluc- 
tuation (DNS from [14]) 
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Figure 8: Profile of rms temperature fluctuations 
(DNS from [14]) 

Figure 10:   Profile of turbulent Prandtl number 
(DNS from [14]) 

transport equations is plotted versus the number 
of outer iterations (Fig. 11). It should be men- 
tioned that a tight convergence criterion of 10~5 

has been chosen, in order to reduce the initial resid- 
ual by approximately 4 orders of magnitude. The 
AKN, AKNext and CG model show the best con- 
vergence rate with a very similar progression. The 
total number of outer iterations required by the LB 
and CHC model are higher by a factor of « 2 and 
« 3, respectively. This effect is due to lower re- 
laxation factors used for the LB and CHC model 
in order to prevent divergence. Table 3 shows the 
CPU times of the different models relative to the 
CPU time of the AKN model. Although two addi- 
tional transport equations have to be solved within 
the AKNext model for taking into account the vari- 
ation of the turbulent Prandtl number, only an in- 
crease of about 30% in computing time is found 
compared to the conventional AKN model. 

4.2 Backward facing step flow with constant 
wall heat flux 

The test case considered is the backward facing step 
studied experimentally by Vogel and Eaton [35]. In 
this configuration, the bottom wall downstream 
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Figure 11:   Convergence history for the different 
models, channel flow [14] 

Table 3: Relative CPU time needed to reach con- 
vergence, channel flow [14] 

AKN AKNext CG CHC LB 

CPU 1.0 1.31 1.14 2.74 1.93 
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of the step is heated. The test section has an ex- 
pansion ratio of 1.25 and an aspect ratio (span- 
wise width/step height) of about 12, making three- 
dimensional effects near the centerline negligible. 
Two-dimensional calculations were conducted for a 
Reynolds number of iteff = 28000 based on the step 
height. The boundary layer thickness at separation 
is 5/H = 1.1. The computations were performed 
using a 273 x 145 grid, which is fine enough to en- 
sure grid independent solutions. The axial length 
of the computational domain is -3.8H < x < 25H. 
For the calculations, the dimensionless distance y+ 

of the grid points adjacent to the bottom wall is be- 
low 0.1. Boundary conditions for the thermal field 
are specified by a constant heat flux at the heated 
wall equal to the experimental value, while the tem- 
perature gradient normal to the wall is set to zero 
at the other walls. 

A comparison of the predicted flow reattachment 
length XR/H (determined by zero velocity in main- 
flow direction at the closest grid point to the wall) 
with the experimental data is presented in Table 4. 
All models underpredict the experimental value but 
noticible differences are revealed in the amount of 
underestimation. Good results are obtained by the 
CG and the AKN model, whereas the LB and CHC 
model underpredict the experimental value of ap- 
proximately 20%. The general underprediction of 
the reattachment point when applying the linear k- 
e turbulence model is mainly caused by its inherent 
assumption of isotropy which is important mainly 
in the free shear layer. Therefore, the differences 
shown in the LRN model predictions are thought 
to be attributable to discrepancies in the predic- 
tion of the turbulent length scale or turbulent vis- 
cosity near the wall which influences the reattach- 
ment length to a certain amount. For substantia- 
tion, Table 4 also contains the reattachment length 
predicted by the CG model (subsequently denoted 
as CGmod model), where the correction term of 

Yap [36] (p • maa[0.83£ (^ - l) (ök)Vo]) 
in the extra source term E (cf. Table 1), which ex- 
tenuates the turbulent length scales in regions near 
reattachment, was set to zero. It is found by the 
CG and CGmod model prediction that the level of 
the turbulent length scales near reattachment has 
a major influence on the reattachment point. 

In Fig. 12, the velocity profiles as reproduced by 
the LRN models are compared to the experimental 
data. All models predict almost identical results 
which are in good agreement with the measurement 
even in the recirculation zone. Far downstream of 
the reattachment point (x/H > 9.53) the stream- 
wise velocity is slightly underestimated by all mod- 

Table 4: Comparison of flow reattachment length 
XR/H, backstep flow [35] 

Experiment AKN CG CHC LB CGmo(i 

6.67 6.0 6.3 5.2 5.3 5.7 

els. 
The turbulent kinetic energy profiles at different 

axial locations are shown in Fig. 13. Good re- 
sults are obtained for all models in the recircula- 
tion zone but underprediction of k is found down- 
stream of reattachment. Almost identical results 
are predicted by the LB and CHC model. The CG 
and AKN model predictions deviate from those of 
the LB and CHC at the wall and in the free shear 
layer, respectively. Near the wall, the CG model 
gives a smooth variation of the turbulent kinetic 
energy. That effect is attributable to the damping 
of the turbulent length scales inherent in the CG 
model (by increased e and thus reduced k) caused 
by Yap's correction term (see CGmod prediction for 
comparison). In the free shear layer (y/H « 1), the 
AKN model shows a reduced increase of k. This 
phenomenon is due to the high value of the model 
constant a*, leading to a reduction of the turbu- 
lent diffusion of k in that region. The same effect 
has been found previously for different test cases 
by Giebert, Bauer and Wittig [11] for that model 
and by Chang, Hsieh and Chen [6] for the model by 
Nagano and Tagawa [20] in which the same value 
for CTfc is used. 

The comparison is continued by the analysis of 
the skin friction coefficient at the bottom wall along 
the normalized streamwise co-ordinate (X—XR)/XR, 

as shown in Fig. 14. Fairly good agreement with 
the experiment is obtained with the AKN and LB 
model whereas the CHC model overpredicts the skin 
friction by several orders of magnitude. The lowest 
values are revealed by the CG model which under- 
predicts the experimental data downstream of reat- 
tachment. However, if Yap's correction is omitted, 
an increase of c/ of approximately 30% is found 
which results in better agreement with the experi- 
ment downstream of reattachment. 

The predicted turbulent viscosity pt close to the 
wall is shown in Fig. 15 for two axial locations x/H. 
The plots clearly demonstrate that skin friction is 
directly linked to the level of y,t. Low values of fit 
cause an underprediction in c/ and vice versa. If 
the damping of the turbulent length scale is omit- 
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Figure 12: Streamwise mean velocity profiles, experiment: [35] 
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Figure 13: Turbulent kinetic energy profiles, experiment: [35] 

Figure 14: Measured and predicted skin friction co- 
efficient, experiment: [35] 

Figure 15: Normalized turbulent viscosity near the 
wall, backstep flow [35] 

ted in the CG model (see CGmod prediction), the 
same level of m as for the AKN and LB model is 
predicted. 

In Fig. 16, the calculated mean temperature field 
is compared with the experimental data for differ- 
ent axial locations. Additionally, the results of the 
extended AKNext model which includes the two 
equation heat transfer model are also shown.  All 

the models give nearly identical results which al- 
most coincide with the experiment except at the 
corner region of the step (x/H = 0.33). At this 
location, an overestimation in temperature is found 
for the AKNext and the CG model, whereas the 
CHC shows the lowest values. These effects are 
thought to be caused by an over- or underpredic- 
tion of the vertical velocities at the corner region. 
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Figure 17: Near-wall temperature profiles, experiment: [35] 

The overall mean temperature gradients near the 
wall resulting from the model predictions are plot- 
ted together with the experimental data in Fig. 17. 
There are significant differences of the predicted 
temperature gradients in the conduction-dominated 
region where heat transfer is effective. Except of 
the AKNext and CG model, all models underpre- 
dict the temperature gradient in the region adja- 
cent to the viscous sublayer for x/H > 1.66. The 
reason for this is in the level of the calculated tur- 
bulent length scales or turbulent viscosity, which 
determine directly the temperature variation when 
a constant turbulent Prandtl number is assumed 
(cf. Eqs. (3) and (9)): The higher the turbulent 
viscosity near the wall the lower the predicted tem- 
perature gradients. The fairly good agreement of 
the CG model in terms of the temperature varia- 
tion is due to the damping of the turbulent length 
scales which causes an increase of the temperature 
gradient (cf. CGm0d prediction). Almost identical 
results to those of the CG model are obtained by 
the AKNext model. However, the increase of the 
temperature gradient near the wall is not attained 
by damping of the turbulent length scales but by 

taking into account the variability of the turbulent 
Prandtl number. It was found that Prf-values in 
the order of 2.5 are reached in the conduction-do- 
minated layer near reattachment which leads to a 
significant reduction of the turbulent dynamic ther- 
mal diffusivity (nt/Prt). Accordingly, the similar- 
ity in the temperature distribution predicted by the 
AKNext and CG model do correspond to a similar 
variation of nt/Prt, which is illustrated in Fig. 18. 

Fig. 19 shows the calculated Stanton number pro- 
files along the bottom wall. Very good agreement 
with the experiment is found for both the AKNext 
and CG model. An excessive overprediction is shown 
by the CHC model caused by very high values of 
the turbulent viscosity pt- Lower values for fit pre- 
dicted by the AKN, CGmod and LB model result 
in lower heat transfer coefficients, but still an over- 
estimation of about 2 — 3 orders of magnitude is 
found for these models. 

The convergence history for the backstep flow stud- 
ied is shown in Fig. 20. In terms of the total number 
of outer iterations, the AKN model gives the best 
result, whereas the  CG model needs 
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Figure 19:   Stanton number profiles, experiment: 
[35] 
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Figure 20:   Convergence history for the different 
models, backstep flow [35] 

Table 5: Relative CPU time needed to reach con- 
vergence, backstep flow [35] 

AKN AKNext CG CHC LB 

CPU 1.0 2.9 4.7 2.4 2.1 

the highest number of iterations. It should be noted 
that with the AKN model higher relaxation factors 
for the turbulence quantities k and e in the order 
of 0.6 can be used, whereas the CG, CHC, and LB 
model require underrelaxation of those quantities 
by approximately 0.3 to prevent divergence. The 
stiffness and strong coupling of the transport equa- 
tions of the two equation heat transport model like- 
wise requires strong underrelaxation of k$ and e$ 
slowing down the convergence rate of the AKNext 

model. 
In Table 5, the relative CPU times for reach- 

ing convergence of the different models are listed. 
Again the AKN model is the fasted one. The lower 
convergence rate of the AKNext model is reflected 
by an increase of the run time by a factor of approx- 
imately 3. Similar values are obtained by the LB 
and CHC model, whereas the highest CPU time is 
required by the CG model. 

4.3 Backward facing step flow with constant 
wall temperature 

The results presented subsequently refer to the back- 
ward facing step flow as discussed by Scherer and 
Wittig [28]. The expansion ratio of the test sec- 
tion is 1.36. Three-dimensional effects are negligi- 
ble, therefore, the flow at the centreline is to be 
assumed two-dimensional. The Reynolds number 
ReH based on the step height is 66400. The fully 
turbulent boundary layer thickness at separation is 
S/H = 0.4. For the calculations, a computational 
grid with a total number of 305 x 153 grid points 
has been used which ensures grid-independent so- 
lutions. The grid points adjacent to the bottom 
wall were located with y+ < 0.15. The axial length 
of the computational domain covers — 0.8H <x< 
32H. For the thermal field, the temperature at the 
bottom wall downstream of the step has been spec- 
ified. A zero wall heat flux has been prescribed at 
the remaining wall boundaries. The temperature 
ratio (Tini/Tw) is 1.5. Thus, the equations of the 
velocity- and thermal field are fully coupled. 

Table 6 shows a comparison of the predicted reat- 
tachment lengths with the experimental data. Again 
it is found that the CG model is in best agreement 
with the measurement, whereas underprediction is 
revealed for the remaining models. The excellent 
agreement with the measurement of the CG model 
is achieved mainly by Yap's damping of the turbu- 
lent length scales (cf. CGmod model prediction). In 
this flow situation, the variability of Prt has only 
a minor effect on the reattachment length, as it is 
demonstrated by the AKN model prediction. 

The Nusselt number distribution along the bot- 
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Table 6: Comparison of flow reattachment length 
XR/H, backstep flow [28] 

Exp. AKN AKNext CG CHC LB CGm0d 

6.54 5.7 5.83 6.4 5.3 5.6 5.6 

Table 7: Relative CPU time needed to reach con- 
vergence, backstep flow [28] 

AKN AKNext CG CHC LB 

CPU 1.0 1.24 1.68 4.15 2.95 
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Figure 21: Nusselt number profiles, experiment [28] 

torn wall is depicted in Fig. 21. The results are 
quite similar to those of the Stanton number vari- 
ation (Fig. 19). Again, good agreement with the 
experiment is revealed for CG model as well as 
the AKNext model by which the two equation heat 
transfer model is taken into account. All other mod- 
els significantly overpredict the experimental val- 
ues. The reason is again attributable to the level of 
the predicted turbulent viscosity in the region ad- 
jacent to the viscous sublayer which affects signifi- 
cantly the temperature gradient and heat transfer 
coefficient at the wall. 

Fig. 22 shows the convergence history for the dif- 
ferent models. Very similar convergence rates are 
obtained for the AKN, AKNext and CG model. 
An increase in the number of outer iterations is 
given by the LB model whereas the highest number 
of outer iterations are required by the CHC model 
for this testcase. 

The relative CPU times needed by the models to 
reach the stopping criterion is shown in Table 7. An 
increase in computing time of approximately 25% 
was found for the AKN model when the two equa- 
tion heat transport model is applied. The higher 
total number of outer iterations required by the LB 
and CHC model leads to a CPU time enhancement 
by a factor of « 3 and « 4, respectively. The CPU 
time required by the CG model is comparable to 
that of the AKNext model. 

Figure 22:   Convergence history for the different 
models, backstep flow [28] 

4.4 Flow around a convectively cooled tur- 
bine blade 

As a typical application of turbomachinary design, 
the flow around an highly loaded turbine blade has 
been chosen. The flow and heat transfer has been 
investigated experimentally by Schiele, Sieger, Schulz 
and Wittig [29]. A cross section of the blade is 
shown in Fig. 23. The calculations were performed 
at a Reynolds number based on the blade chord 
of 87.000. The freestream turbulence intensity is 
Tu = 1.5%. At the inlet of the computational do- 
main, experimental data of the total pressure, to- 
tal temperature, dissipation length scale, and flow 
direction have been used as boundary conditions 
for the numerical calculations. At the outlet, the 
static pressure was prescribed. Along the blade 
surface, the measured temperature distribution has 
been specified as thermal wall condition. The mod- 
ification of the production term of the turbulent 
kinetic energy proposed by Kato and Launder [15] 
has been included into all models in order to reduce 
the excessive production of k at the leading edge of 
the blade. The computations have been performed 
on a 210 x 100 grid. For the grid points closest 
to the blade surface, the co-ordinate y+ is below 
0.8. Because of the bad performance in predicting 
the skin friction and heat transfer rates, the CHC 
model is excluded from the following investigation. 
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Figure 23: Cross section of the turbine blade 
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Figure 24: Predicted and measured static pressure 
distribution 
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Predicted and measured heat transfer 

Fig. 24 shows the comparison of the measured and 
predicted distribution of the static pressure along 
the pressure (s < 0) and suction side (s > 0) of the 
blade. All models predict almost identical results 
on the pressure side. On the suction side, near the 
trailling edge, minor differences are found. Here, 
the AKN model gives a slightly more pronounced 
increase in pressure. 

In Fig. 25, experimental and calculated heat trans- 
fer coefficients are compared. Similar results which 
are in very good agreement with the measurements 

could be obtained for all models in the laminar 
flow region on the pressure and suction side, re- 
spectively. As indicated by the experimental data, 
the laminar-turbulent transition is located at the 
very end of the suction side. The transition is only 
captured by the AKN model whereas the CG and 
LB models both fail. The reason is thought to be 
attributable to the fact that the predicted positive 
pressure gradient of the AKN model is higher at 
the location where transition starts which seems to 
be sufficient to initiate transition. 

SUMMARY AND CONCLUSIONS 

The objective of the present study was to evalu- 
ate three recently published linear LRN k-e models 
(AKN, CG and CHC), especially tuned for sep- 
arating and reattaching flows, with particular em- 
phasis on their capabilities in predicting complex 
flows of engineering application. As reference, the 
LRN model by Lam and Bremhorst (LB) has been 
included. 

For a fully developed channel flow with heat trans- 
fer, the assessment of the models reveals that the 
results by the AKN model are overall in better 
agreement with DNS data than those of the CG, 
CHC, and LB model. 

When calculating separated and reattaching flows, 
the velocity and temperature predictions coincide 
well with the experimental data in the farfield re- 
gion of the wall for all models. Differences are found 
near the wall. It could be shown that the errors 
in predicting the skin friction coefficient are caused 
by inconsistencies of the predicted turbulent viscos- 
ity, which in turn affect significantly the tempera- 
ture field. The CHC model totally overpredicts the 
skin friction, whereas the AKN and LB model re- 
sults coincide well with the experiment. The regu- 
lar CG model underpredicts skin friction, however, 
good agreement is found when Yap's damping term 
is ommitted. Very good agreement with measured 
heat transfer coefficients gives the CG model due 
to damping of the turbulent length scales, which 
causes a reduction of the turbulent dynamic ther- 
mal diffusivity in the energy equation. Since this 
approach is not included in the AKN, CHC, and 
LB model, a severe overprediction of heat transfer 
coefficient is found. By using the first order closure 
of the thermal field for the AKN model, good agree- 
ment for the temperatur variation near the wall sim- 
ilar to that predicted by the CG model is achieved. 

For the flow around a convectively cooled turbine 
blade is was shown that the AKN, CG and LB 
model agree fairly well with the experiment on the 
pressure side of the turbine blade, whereas only the 
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AKN model is able to predict the laminar- 
turbulent transition at the training edge on the suc- 
tion side. 

From the computational standpoint, the standard 
AKN model which is based on a constant turbu- 
lent Prandtl number is the most efficient in terms 
of computing time, mostly because less relaxation 
is required for the turbulence quantities k and e. 
Moreover, when including the two equation heat 
transfer model into the AKN model, it is still com- 
petitive with the much less accurate CG model. 

In conclusion, the AKNext model which takes 
the variation of the turbulent Prandtl number into 
account shows an advantage over the conventional 
zero-equation heat transfer models studied in this 
paper in the prediction of heat transfer rates near 
the wall of separating and recirculation flows. Its 
main advantage over the standard strategy, where 
a constant value of Prt is assumed, is the ability 
to reduce the turbulent dynamic thermal diffusiv- 
ity near reattachment by high values of Prt. The 
reduction of the turbulent dynamic thermal diffu- 
sivity can also be achieved by damping of the tur- 
bulent length scales. However, this approach does 

not seem to be appropriate for this type of flow 
since it significantly changes the capability of LRN 
k-e turbulence models in predicting correct values 
of both the skin friction coefficient and the reat- 
tachment length. For the attached boundary layer 
situations examined in this study, the AKN model 
partly performs even better than the reliable LB 
model as far as heat transfer coefficients and fluid 
dynamic data are concerned. However, it is diffi- 
cult to give a global preference to the AKN model 
because of its significant deviation from the well 
established standard values of the k-e model con- 
stants. This may have a significant effect on the 
prediction of the fluid dynamic data in the fully 
turbulent region. 
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NnmRnr.latiire 
Ci, C2, c» constants of k-e model 
c\ constant in equation for eddy diffusivity 

for heat 
c, slope of length scale I in near wall 

equilibrium layer, here Ci = 2.44 
CPI,CP2,CD 11 CD2 constants in transport equation 

for eg 
c blade cord 
cf skin friction coefficient 
cp specific heat at constant pressure 
E extra source term in e equation 
U,/l,f2 damping functions in velocity field 

turbulence model 
fpi,fp2,fDl, /D2      damping functions in temperature field 

turbulence model 
h enthalpie 
h heat transfer coefficient, qw/(To — Tw) 
H height of backward facing step 
k turbulent kinetic energy 
ke temperature variance 
I turbulent length scale, fcls/£ 

NUH Nusselt number, qwH/X(To — Tw) 
Pr Prandtl number, a/v 
Prt turbulent Prandtl number, oct/vt 

P static pressure 
Pk Produktion of turbulent energy 
Pe Produktion of temperature variance 
qw wall heat flux 
R time scale ratio, Tt/ru 

Ret turbulent Reynolds number, k2/ve 
Rey turbulent Reynolds number, sfky/v 
ReH Reynolds number based on step height UoH/v 
Rer Reynolds number based on friction velocity, 

UTH/v 
St Stanton number, qw/[pcpUo(Tw — To)] 
Se extra source term in e equation, S, = E 
s surface length 
T mean temperature 
To reference temperature 
T+ nondimensional mean temperature, 

(T„ - T)/TT 
Tu turbulence intensity 
T-r friction temperature, qw/(pcpuT) 

X 

XR 

y 

y+ 

y" 

mean velocity in x-direction 
Cartesian velocity in i-direction 
Kolmogorov velocity scale, (v/e)02s 

friction velocity, y/\rw\/p 
reference velocity 
Cartesian co-ordinate 
flow reattachment length 
Cartesian co-ordinate, distance from the wall 
distance from the wall 
normalized distance from the wall, uTy/v 
normalized distance from the wall, itty/v 

Greek Symbols 
a 
6 
lii 
e 

A 

P 
"k, 

CTh 

diffusivity for heat 
boundary layer thickness 
Kronecker delta 
dissipation rate of k 
dissipation rate of kg 
thermal condictivity 
dynamic viscosity 
kinematic viscosity 
density 
model constants of turbulent diffusion for k, e 
model constants of turbulent diffusion for kg, e$ 
time scale of velocity field, k/e 
time scale of temperature field, kg/2e$ 

Subscripts 
ext extended (cf. AKN model) 
i, j, k Cartesian directions 
inl inlet 
mod modified (cf. CG model) 
n normal direction from the wall 
R flow reattachment point 
t turbulent 
w wall surface 
0 reference value 

Superscripts 
+ normalized quantity 
* normalized quantity 
' fluctuation 
— time averaged 
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DNS AND SCALAR-FLUX TRANSPORT MODELLING IN 
A TURBULENT CHANNEL FLOW 
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ABSTRACT 
A direct numerical simulation (DNS) of a turbulent channel flow with a passive scalar has been made at a Prandtl 
number of 0.71 and a Reynolds number, based on the centerline mean velocity, of 4800. Second order statistics including 
Reynolds fluxes, wG, are determined along with all the terms appearing in the Reynolds-flux transport equations. Models 
for the pressure scalar-gradient correlation, appearing in the transport equation of the Reynolds fluxes, are compared 
to the DNS data. A significant improvement of the simplest model, -cei^mO, is achieved by including a model for the 
rapid term that is linear in the mean velocity gradients. 

1   INTRODUCTION 

Turbulent transport of passive scalars play an important 
part in many engineering applications and atmospheric 
flows. The passive scalar may for example be tempera- 
ture, humidity, pollutant or any other chemical species. 
The transport equation of the mean scalar is given by 

00 
-dt+uldx-rdx-l{

adx-l-
u'e) (1) 

Here an unknown flux term, wd, appears. In analogy 
with the eddy-viscosity concept this may be approxi- 
mated by a simple gradient diffusion model, 

Prt dxi (2) 

In a zero equation model an assumption of a constant tur- 
bulent Prandtl or Schmidt number is made. For many 
engineering applications this is not accurate enough. If 
the turbulent Prandtl or Schmidt number is not assumed 
to be constant, the transport equations of the scalar vari- 
ance, 82, and the scalar dissipation rate, e«, are needed, 
in analogy with k — e modelling. The simple eddy- 
diffusivity approach is unable to give a correct predic- 
tion of all components of Uid in many flows. In the 
two dimensional heated cylinder wake, for example, a 
zero prediction of the streamwise heat flux is obtained, 
whereas inclusion of a nonlinear term improves the situ- 
ation considerably, Wikström et al. (8). To involve more 
of the physics of heat flux transport, in the two-equation 
model approach, algebraic scalar-flux models which are 
obtained from the transport equations of the scalar fluxes 
may be used. The formulation of these involves the use 
of some equilibrium assumption equivalent to that used 
in algebraic Reynolds stress models. The basic platform 
here consists of transport equations of 62 and Eg ■ Explicit 
forms of these algebraic models are attractive since they 
lead to decreased numerical problems and computational 
efforts as compared to full second-order modelling. A 
second-order Reynolds flux model gives, in conjunction 
with a second-order Reynolds stress model, a turbulence 
closure consisting of twelve transport equations for tur- 
bulence quantities if the flow is three-dimensional. 

The transport equation for the scalar fluxes, m9, 
is given by 

owe . TT dui9     ae   —sdUi 

d p de ,ÖMi, -—(mute + ZjSu - ay-ui - ri-2.) + ¥<    (3) dxi dxi dxi' 

.    p de de dm 
pdxi dxi dxi (4) 

The right hand side of the transport equation 
contains two production terms, a transport term consist- 
ing of two turbulent and two molecular diffusion terms, 
a pressure scalar-gradient correlation term, Hoi, and dif- 
fusive and viscous destruction, s$i. The sum of these two 
last terms is here denoted by *i. At high Reynolds num- 
bers the molecular diffusion terms are small compared 
to the turbulent ones and may be neglected. Also the 
viscous and diffusive destruction terms should then be 
negligible, since the small scales are nearly isotropic at 
high Reynolds numbers. By modelling the turbulent dif- 
fusion, -gfj (uiuid+zeöu), and *j a modelled differ- 
ential Reynolds-flux equation is obtained. Through ap- 
proximation of the modelled transport equation we may 
obtain an algebraic scalar-flux model, in which the model 
for $£ would be one of the ingredients. 

When modelling the transport equation for the 
turbulent scalar fluxes, a model for the pressure scalar- 
gradient correlation term is needed. This term may be 
divided into a slow part and a rapid part, where the slow 
part modelled by,-cei$Ui8, may also include effects of 
destruction, Shih (7). Two major questions now arise. 
What is the appropriate timescale, T, and when are the 
rapid terms important? Launder (4) suggested that both 
the thermal and the dynamical timescales are impor- 
tant. Since they are generally not proportional, i.e Prt 
is not constant, a mixture of these should then be used 
to blend both thermal and mechanical contributions. An 
objection to this approach could be that inclusion of the 
thermal timescale results in a violation of the superpo- 
sition principle for passive scalars. On the other hand 
an analogous violation is made in non-linear models of 
the pressure-strain rate. In a DNS of homogeneous shear 
flow by Rogers et al.  (5), it was found that the sum of 
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Figure 1: The mean temperature profile in the chan- 
nel. 

the pressure scalar-gradient and the destruction terms, 
in the turbulent scalar flux transport equation, are ap- 
proximately aligned with the flux vector itself. This has 
also been found in a heated cylinder wake, Wikström et 
al. (9). However, such an approximate alignment does 
not exclude the possibility to substantially improve the 
predictions by including rapid terms in the modelling of 
these terms. Effects of rapid terms in the modelling of 
9i, in a turbulent channel flow with a passive scalar, are 
investigated in the present paper. 

2  NUMERICAL PROCEDURES 

A direct numerical simulation (DNS) of a turbulent chan- 
nel flow with a passive scalar has been performed for a 
Prandtl number of 0.71. The Reynolds number based on 
the centerline mean velocity is 4800 and the Reynolds 
number based on the wall friction velocity, uT, and the 
channel half width, S, is 265. The simulation code 
uses spectral methods, with Fourier representation in the 
streamwise(a;) and spanwise(«) directions, and Cheby- 
shev polynomials in the wall-normal(y) direction. The 
computational domain is 12.565, 28, 5.55 in the stream- 
wise, wall-normal and spanwise directions respectively 
and the number of grid points are 256x193x192. This 
gives a resolution in the x-, y-aad ^-directions of 13.0, 
2.7(in average) and 7.6 wall units respectively. Time in- 
tegration is made using the Crank-Nicolson scheme for 
viscous terms and a four stage Runge-Kutta scheme for 
the nonlinear terms. As the velocity field is advanced for 
each time step, the corresponding scalar field is obtained 
by integrating the conservation equation for the passive 
scalar, 

Figure 2: Terms in the budget ofthe streamwise flux, 
u6, in plus units. —, -üüff - v6^; - - -, —ffiri; 

■■•.*(^+«^g);-■-,»! 
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Figure_3: Terms in the budget of the wall normal 
flux, v6, in plus units. —, -u2f|; - - -, —§jV26\ -, 

e'(x,-i,z,t) = -i,   e'(x,i,z,t) = i (7) 

The temperature at each wall is thus kept constant with 
a higher temperature of the upper wall. This bound- 
ary condition, which represents a case where the passive 
scalar is introduced at the upper wall (y = 1) and re- 
moved from the lower wall (y = -1), results in an anti- 
symmetric mean temperature profile in the channel. This 
profile is shown in Fig. 1. The DNS data presented in the 
following consist of averages of 24 statistically indepen- 
dent fields. 

d&    d   , , _ 
-W + dxl0171- 

a2e' 
RePr dxidxi' (5) 

where 0' and U\ are the dimensionless total scalar field, 
0 + 0, and velocity field, Ui+m, respectively. The initial 
and boundary conditions used for the scalar field are 

e'(x,y,z,0) = 
{(»0+«) ] 
\ (vo-v)} 

**»{my 
2ft) = 1.005       (6) 

3  RESULTS 

In Figs. 2-3 the terms in the transport equations for 
110 and v6 are shown. All terms are normalized by 
a{§lfif }„aJ(- 

The *i and *2 terms are of significant 
importance and may not be neglected. In the «Ö-equation 
there is essentially a balance between production and *i 
except in the near-wall_ region. This is approximately 
also the case for the vö-equation except in the central 
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Figure 4: The two parts of $1. —, Efoi; , ee\. Figure 6: The inclination angles of Ui6 and $».  o, 
tan"1 (vd/üd); *, tan-1 (*2/*i) 
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Figure 5: The two parts of $2- —, Eta; , £02- 

parts of the channel. For |y| < 0.3 the turbulent and 
especially the pressure diffusion terms are as important 
as the production and \&2- 

In Fig.4 and Fig. 5 the two parts of *i and *2 are 
shown respectively. For *i the destruction term, eei, is 
negligible compared to 11« 1 except in the near-wall region, 
where e$i is strongly dominating. For *2 the destruction 
term, £92, is small compared to ^2 except in a narrow 
region in the center of the channel and in a narrow region 
near the wall. 

3.1   Model comparison for ^i 

In the following model comparison the primary objec- 
tive is to investigate the importance of rapid terms when 
modelling Wi. Since damping functions, needed in the 
near-wall region, are not included here only the interval 
|j/| < 0.6 is considered. The distance to the wall is there 
larger than about 100 wall units. 

In Fig. 6 the inclination angles of the turbulent 
scalar flux, md, and ^i are compared. In this figure 
we see that Ü*, is approximately parallel to the scalar- 
flux vector with a maximum deviation of less than 10 
degrees. An approximate alignment between these has 
been found earlier by Rogers et al. (5) in a homogeneous 
shear flow and by Wikström et al. (9) in a heated cylinder 
wake. A linear relaxation relation, *j = — c$i-m6, seems 

Figure 7: The ratio of the amplitudes of |u,ö and 

*'       'e|^?|' ' °-°     z-öexP(,     100; 

from this figure to be a good candidate for modelling *j, 
where r often is taken as the dynamical timescale, k/e. 
In Fig. 7 the ratio of the amplitudes of *i and -m8, i.e. 
the effective cei, from the DNS data is shown together 
with the curve 3.8—2.8exp (—j§fc), where Ret = k2/vs is 
the turbulence Reynolds number. The latter expression 
was found to by Kawamura et al. (2) to describe the 
Reynolds number variation of c$\ in a set of DNS data 
of isotropic turbulence with an imposed constant mean 
temperature gradient. 

In studies, where a constant value of cei has been 
calibrated against experimental data, a value of about 3.0 
has been found, see Gibson et al. (1), and Launder (3). 
From Fig. 7 it is seen that the amplitude ratio is fax from 
constant and deviates severely from the c$i values ob- 
tained by Kawamura et al. The model, *j = — cei^UiO, 
will thus not be able to give good predictions using either 
of these parameter choices. Rapid terms has been found 
to be important when modelling <?; in a heated cylinder 
wake, Wikström et al. (9). This should also be expected 
to be the case in the present turbulent channel flow. 

The following, more general, model for *; in- 
cluding rapid terms will be compared to the present DNS 
data: 

*t = -cei j-Ui6 + ce2Ui6Ui,i + cgzui9Uiti + ce4Üiüi@,i (8) 
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Figure 8: Model predictions of *i using the param- 
eter combinations given in Table 1. , (a); - • -, 
(b);---, (c);-(d); o,*! from DNS. 
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Figure 10: Model predictions of *i using the param- 
eter combinations given in Table 2. , (e); - • -, 
(f); o, $! from DNS. 
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Figure 9: Model predictions of $2 using the param- 
eter combinations given in Table 1. , (a); - • -, 
(b);---, (c);-(d); o,*2 from DNS. 

0.03 

0.01 

Figure 11: Model predictions of #2 using the param- 
eter combinations given in Table 2. , (e); - • -, 
(f); o, #2 from DNS. 

This is the most general form, conserving the superposi- 
tion principle for passive scalars, see Shabany et al. (6). 
By formal solution of the Poisson equation for the rapid 
pressure, a linear model for the pressure scalar-gradient 
correlation may be derived, see e.g. Shih (7). In that 
model only rapid terms involving mean velocity gradients 
are present. In the present plane shear flow the C92 term 
contributes only to the ^i component and the cez term 
contributes only to the *2 component. Neither of these 
give any contribution at y = 0 since the mean velocity 
gradients are zero here. This is not the case though for 
the C94 term. At y = 0 the mean temperature gradient 
has a non-zero value in the present channel flow. 

In Figs. 8-9 the model predictions of Eq. 8, using 
the parameter combinations given in Table 1, are com- 
pared to the DNS data. For the aligned model, model (a), 
the value of cei is taken to 1.65 to be able to give the cor- 
rect prediction of *2 at y = 0. This model underpredicts 
both components of *i, especially 9 2, and the deviation 
from the DNS data increases with y. When including 
rapid terms involving mean velocity gradients, and using 
the parameter choice of model (b), a very good prediction 
of both components of Wi is obtained. In model (c) the 
rapid term involving mean scalar gradients is included 

instead. The cei parameter has here been taken to 3.0, 
which is much more consistent with previously suggested 
values of c$i. A correct prediction of ^2 at the centerline 
is then obtained with C94 = —0.39. This model gives per- 
haps an acceptable prediction of *i but the prediction 
of 9 2 is the same as that of model (a). When including 
all the rapid terms , model (d), an excellent agreement 
may be obtained for both components of *i. 

In Fig. 10-11 the model predictions of Eq.8, using 
the parameter combinations given in Table 2, are com- 
pared to the DNS data. The cei parameter is here taken 
to be 3.8 - 2.8exp (-^) in each case. For the aligned 
model, (e), the prediction of *i is better than that of 
model (a), while an overprediction of *2 is obtained in 
the center of the channel with a maximum deviation at 
y = 0. This deviation is due to the fact that cei = 3.0 at 
y = 0. An inclusion of the c$4 term is then needed to be 
able to give a correct prediction of *2 at y = 0. Since the 
c«4 term was not taken into account in the calibration of 
Kawamura et al. their cei parameter values are to be 
used in a model of \Pi excluding the C94 term. Model (f) 
therefore only includes rapid terms due to mean velocity 
gradients. The best agreement for *i is then obtained 
with a negative value of C02. The predictions of the *2 
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Figure 12: The time-scale ratio r = \62e/kee. 

component increases as the cez term increases, and de- 
creases as cez is decreased. The influence of this term 
may be seen from the comparison of models (a) and (b) 
in Fig. 9. With ce3=0 a quite good agreement is obtained 
for \y\ > 0.3 in the present region. 

The DNS of homogeneous sheaxflow by Rogers 
etal. gives a constant timescale ratio, \92e/kse, of about 
0.6, where e$ is the dissipation rate of \W. In Fig. 12 the 
timescale ratio in the present channel flow is shown. In 
the region \y\ < 0.6 it ranges from 0.63 to 0.78. Using 
the thermal timescale instead of the dynamical timescale, 
k/e, in the model given by Eq. 8, qualitatively the same 
behaviour of the model predictions is obtained. Different 
parameter values are of course needed to obtain the best 
possible predictions. This is also the case when using the 
mixed timescale, y/k62/eee, which blends both thermal 
and mechanical contributions. 

In Figs. 13-14 models (a), (b), (d) and (f) are 
compared to the DNS data throughout the channel. In 
each case there is a need for damping functions as well 
as wall reflection terms to achieve better prediction near 
the wall. The aligned model (a) gives a better qualita- 
tive and quantitative prediction of ^i near the wall than 
model (b), and it is therefore a need to damp out the 
C02 parameter in this region. If the cez term is included 
a severe overprediction of *2 near the wall is obtained, 
models (b) and (d). At the wall all the rapid terms vanish 
and *i is here obtained by -{c»if v>i0}waU- At the wall 
this expression is able to_capture *i but not *2- This 
is due to the fact that v9 approaches zero more rapidly 
than | near the wall. This is also the case for the ther- 
mal or mixed timescales. A modification of timescale 
for normalization near the wall is hence needed. This is 
analogous to the situation for near-wall modelling of the 
Reynolds stresses. 

4   CONCLUSIONS 

A direct numerical simulation (DNS) of a turbulent chan- 
nel flow with a passive scalar has been made at a Prandtl 
number of 0.71 and a Reynolds number, based on the cen- 
terline mean velocity, of 4800. The sum of the pressure 
scalar-gradient correlation and the destruction terms, ~<5?i, 
appearing in the Reynolds-flux transport equations are of 

Figure 13: Model predictions of *i using some of the 
parameter combinations given in Table 1 and Table 2. 
- - -, (a); - ■ -, (b); — (d); • • -, (f); *, ^ from DNS. 

Figure 14: Model predictions of *2 using some of the 
parameter combinations given in Table 1 and Table 2. 
- - -, (a); - • -, (b); —, (d); • • •, (f); *, tf2 from DNS. 

significant importance and needs to be modelled. A sig- 
nificant improvement of the simplest model, — cei^üiÖ, is 
obtained by including rapid terms that are linear in the 
mean velocity gradients. 

Table 1: Different combinations of the model parameters 
used in Eq. 8. 

model cei C62 cez C»4 
(a) 1.65 0 0 0 
(b) 1.65 0.7 0.33 0 
(c) 3.0 0 0 -0.39 
(d) 3.0 0.20 0.33 -0.39 

Table 2: Different combinations of the model parameters 
used in Eq.8. 

model Cfll C62 cez C$4 

(e) Cfii(Ret) 0 0 0 
(f) coi(Ret) -0.33 0 0 
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A PROPOSAL FOR ANISOTROPIC 
EDDY-DEFFUSIVITY MODEL FOR SCALAR FLUXES 

S.Fu and C.Wang 
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Tsinghua University, Beijing 100084, PRC 

ABSTRACT 
An anisotropic eddy-diffusivity model, derived from algebraic scalar-flux model, for the scalar fluxes is proposed 

in the present study. The model is applied to the computation of the natural convection between two parallel plates 
with different temperatures. The comparisons of this model results with experiments and the computational results 
obtained with some other more elaborate approaches indicate similar performance quality. 

1    INTRODUCTION 

Modelling of the scalar fluxes, - M,9 , in the framework 

of eddy-diffusivity approach has been mostly following 
the gradient-transport hypothesis in which the scalar 
flux is believed to give rise to enhanced diffusion 
transport through an added eddy-diffusivity coefficient 
r,.   Mathematically, the model is typically written as 

-Zj=rt%- ,      (i) 

where 0 denotes to the mean scalar and T, is normally 
related to eddy-viscosity coefficient v, through 
Tt=vt/ac. The turbulent flux Prandtl number 
usually takes a value close to unity especially in the case 
of a passive scalar transport. The advantage of the 
eddy-diffusivity model (EDM) is that it offers 
significant simplicity in mathematical formidation and, 
hence, in numerical implementation. In terms of 
turbulence physics this scalar-flux model can provide 
adequate representation of the cross-stream component 

-v6 when the cross-stream derivative dT/dy becomes 
the dominant mean scalar gradient. This is the case, 
for instance, when the mean scalar transport is 
parabolic in nature with the streamwise scalar flux 
- u0 being inactive to the mean scalar. In fact, - u6 
diminishes as returned from eq.(l) for dT/dx = 0. 

However, this model behavior constitutes a 
major weakness in representing the streamwise scalar 
flux. In reality - u8 is finite and its magnitude can be 

as twice larger as that of -vd [1]. This model 
deficiency will become significant when it is applied to 
complex scalar field. A much better approach to 
resolve the scalar fluxes is. to solve their transport 
equations, but this leads to considerably increased 
numerical efforts. There is, however, another 
approach to remedy this weakness in the EDM 
framework. The inadequate representation of the 
streamwise scalar flux can be attributed to the isotropic 

from of the eddy-diffusivity coefficient Tt. Thus, 
adaptation of an anisotropic eddy-diffusivity coefficient 
in EDM may be a preferable alternative. This will 
retain the numerical efficiency of the EDM while 
capturing more scalar-flux physics and, hence, offering 
wider applicability. 

Modelling of the anisotropic EDM has been a 
research focal point in recent years [1,11]. This is, at 
least, partly inspired by the progress achieved recently 
in the search of anisotropic eddy-viscosity model (EVM) 
or nonlinear EVM. In the formulation of the 
anisotropic EVM the Boussinesq viscosity model is 
effectively generalized by adding nonlinear strain rate 
and vorticity tensors to the model expression, the 
coefficients attached to these nonlinear terms can then 
be determined through a variety of routes. This 
approach, however, can not be adapted directly to obtain 
the anisotropic EDM, for the scalar-flux model must 
obey the consistent constraint in which the scalar fluxes 
have to be related to the mean scalar gradients linearly. 
Nevertheless, the nonlinear EVM as the explicit form of 
algebraic stress model (ASM) serves an appropriate 
guide for the derivation of the anisotropic EDM as the 
explicit form of algebraic flux model (AFM). Similar 
to the ASM which provides a set of algebraic 
expressions for the Reynolds stresses while keeping 
those important stress generation, redistribu-tion and 
dissipation mechanisms [10], the AFM is also a 
simplified form of the scalar-flux transport closure 
which also retains flux generation and redistribution 
effects. The present work represents an approach of 
deriving an anisotropic EDM through AFM. 

The performance of the present proposal of the 
anisotropic eddy-diffusivity model for the scalar fluxes 
is examined in the computation of the natural convec- 
tion between two differently heated vertical walls at a 
variety of Rayleigh numbers. After some extensive 
experimental and numerical studies [2,9,12] this case is 
shown to be a challenging flow to turbulence model 
validations. In the present computation, the present 
proposal is applied in conjunction with the realizable 
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anisotropic eddy-viscosity model, RQEVM [4], which is 
employed to resolve the Reynolds stresses. Thus, the 
present approach, in effect, requires the solution of 

k-s and 62 -ee models equations for the closures of 
Reynolds stresses and scalar fluxes, respectively, 
forming 2-equation + 2-equation, (or simply '2+2') 
approach. The comparison of this '2+2' approach 
with some of the existing closures, related to differ- 
ential stress models, indicate similar quality in the 
present computation. 

2.2.1   Reynolds stress transport equations 

The basic RSM equations with the buoyancy effects 
takes the form 

DutUj ■ dU, ■cUt 

Dt 3ck      
J     dck 

J (5) 

2    MATHEMATICAL FORMULATION OF THE 
FLOW 

with the diffusion, redistribution and dissipation terms 

adopting the following closures 

2.1   Mean -flow equations 

The natural convection induced by two parallel vertical 
plates with different wall temperatures represents a one 
dimensional flow characterized by Prandtl and Rayleigh 
numbers. The mean-flow governing equations can be 
written as 

— Pr MV I + PrRa T = 0 
qy\    dy 

8 fdT   ■ 
— 1 

dyydy 
vO  =0 

(2) 

(3) 

d"    &„ 
v + c—u.u, 

*        k  I I     a. 

&UjUj 

^I'-Clf^ + jClV. 

®iß=-C3 Gij-^öipkk 

eij=uiujslk. 

which U and T axe non-dimensional with K/D and 
AT. respectively, D is the half width between the slot 
and AT is the magnitude of the difference between the 
wall and the centre-line temperatures. The non- 
dimensional parameters are: 

Ra- 
gßATD3 

VK 
Pr = ^ (4) 

It should be noted from eq.(2) that the flow is 
purely driven by the buoyancy term. It will soon be 
seen that eq.(3), governing the temperature distribution, 
is indirectly influenced by the velocity and dynamic 
turbulence fields through the heat fluxes. The 
dynamic and heat fields are therefore coupled. 

2.2   The Reynolds-stress models 

The present study employs two types of Reynolds-stress 
closures to resolve the Reynolds stresses: the basic 
differential Reynolds-stress model (RSM) and the 
RQEVM of Fu et al [4]. The RSM will be applied in 
conjunction with the basic eddy-diffusivity model 
(EDM), Sommer & So (SS) model and transport flux 
model (TFM) to resolve as model packages for the 
present flow computations. The mathematical 
description of the RSM can be given as follows. 

Though eq.(5) is written in complete form, the stress 
convection term is actually not needed in computation 
as the flow can be regarded as fully-developed. The 
coefficients in the basic RSM take the values: cs = 0.22, 

c, =1.8, c2 =0.6 and c3 =0.3- 

2.2.2   The RQEVM 

This model is the anisotropic eddy-viscosity two- 
equation model developed by Fu et al [4] based on the 
explicit formulation of Rodi-type algebraic stress model 
[10].   The actual form of the model reads 

(sft»v +sJkwu)-ßi(s* -f 4^)] 
(6) 

with 

v, =c„ 
.k2 

3Ä 
3-217'+6|' 

5=4M". n=-f?K. 
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Here, Stj and Wtj represent strain rate and vorticity 

tensors respectively. A set of different values of the 

coefficients to the original proposal in the above 

formulations   are   taken:    /?, = 0.178,    ß2 = 0.294, 

ß3 = 0.294. 

In the above equations the turbulence energy and 

the dissipation rate are obtained through modelled 

transport equations. Considering one dimensional 

nature of the flow, the turbulence energy equation is 

written as 

d f L     v, ^ dk~ 
Pr+-^- 

dy[ .1       °*J dy\ 
+ Pk+Gk-s = 0. 

The dissipation rate equation takes the form 

(7) 

d_ 
dy 

Pr+- 
'ej dy k k 

in the case of '2+2' approach, and 

8_ 
dy 

k-\ds 
+c^(Pk+Gk)-cc2^-s = 0(9) 

in the RSM solutions. The turbulence generation 

terms consist of two parts 

Pk =lPkk =-w™. and Gk =T>rRari. 
2 dy 

The first term is the conventional energy generation due 

to shear and the second term the energy generation 

through buoyancy effects. 

2.3   The heat-flux models 

Four different heat-flux models are to be discussed in 
the present work: (1) transport flux model (TFM), (2) 
eddy-diffusivity model (EDM), (3) Sommer & So Model 
(SS) and (4) the present model (FW). 

2.3.1  Heat flux transport model 

The closure of the heat-flux transport equations follows 
the analogy of the Reynolds-stress transport model. 
Written mathematically the closure equation has the 
form of [8] 

c,e = diB + Pm + Pm + (D,e - s,-e (10) 

where cic and d.   represent the flux convection and 

diffusion respectively,   Picl   and   Pic2   are the flux 
generation terms defined as 

— 8U{   dT 

dx. dxj 

The redistribution and dissipation terms,  <S>ic and eic, 
can be modelled to take the form [7,8] 

*ie -£;e - _^ie 
«,e        — dU, 

-26 "jK 

dx ■ T 

s,e = 0. 

Thus, the modelled transport flux equations can be 

written as 

DM, 9 _   a 

Dt   ~ dxh 
"sd 

duke  — 
U;U, — 'rUkUl 

9K,-0 
*iul dx. dxt 

■^i;-^-^^ <"> 

with 

kQ2 

— dU- -r        — 
+c29ujB—^+c3egI.ße2-<?!ße2 

c„ = 3.28 ,  cu = 0.4 and Cie = o.4 

2.3.2   The EDM 

The EDM is one of the most simple scalar-flux closures 

adapting the gradient transport hypothesis. It is 

usually written as 

Ujd = -at 
&t 

(12) 

where   a, = cxk V*e2/i see    representing  the   eddy- 

diffusivity coefficient, T the mean temperature and the 
coefficient cx = 0.095. 

2.3.3    Sommer & So's anisotropic model 

The SS flux model was derived from the explicit 

formulation of the algebraic scalar-flux model (AFM) 

with simplification in assuming Boussinesq Reynolds 

stress variation in the fluxes to achieve a more compact 

form. A great advantage of this approach is that the 

buoyancy effect on the flux can be accounted for directly 

as it naturally appears in AFM.   The model reads 

dT      1    Ike2 

-H,fc) =OC {[(2v,+(l-c2e)a,)sft 

(l-c2e)atWik]dT/dxk -(l-c^ftße1} 

The model coefficients are given in [11]. 
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2.4   The equations for 62 and se 

In all the above flux closures the determination of the 
turbulent time scale for the fluxes requires the solution 

of the transport equations of the scalar variance 92 and 
its dissipation s9. The present work adopts the 

following modelled forms [7,8,11] 

DQ2      d 

Dt      '   ÖX: 
k + c„2 —utu 

e   ' JJ dx 

— 8T 
-2«,9 —-2s6 

(14) 

Dee _  d 
Dt     dx, 

k- 
—i 

s Ce <■  " J i dx,. 

deH 

(15) 

s 

k' k 
+ cd2 , *e +cd3  ,  *k    c<?4 ~=TSS ~C<K T£s e2 

s 

The coefficients in eq.(14,15) are 

c$t=0.U,    cCi=0.U,     c„=1.8,     cd2 = 0, 

cd% = 0.72 ,  cdA = 2.2,  cd5 =0.8. 

c     Tf     2kv 292 

It is clear that this algebraic equation of the scalar 
fluxes forms a linear system whose solution can be 
written as 

{\-All2)Di+AvDJ+AlDj 
u,0 = -- 

l-A2
u/2-A3

B/3 

where 

Sc Sc   äcj    gc 
je 

(19) 

(20) 

and  4=V**/ Eq.(19) formally represents the 

explicit expression of AFM. It can be easily 
manipulated to show that the explicit AFM is equivalent 
to an anisotropic EDM for expression (19) can be 
further written as 

—n„dr 
u£ = T, iJ &, 

with 

r,= 
(i-i,;/2)y^+4¥j 

1-4/2-4/3     gc 

(21) 

(22) 

3 PRESENT PROPOSAL FOR ANISOTROPIC 
EDDY-DIFFUSIVITY MODEL 

In the algebraic simplification of the flux transport 
model, eq.(ll), the flux convection and diffusion terms 
are assumed to be proportional to the transport terms of 

4k62 which, in modeled form, can be written as [7] 

c,e -die =^e-^(X-l)+^-^=(xe -l)      (16) 
28 

where A = Pk/e and Xc = Pjsc with Pk, Pc and sc 

representing the turbulence energy generation, scalar- 
variance generation and dissipation, respectively. 
Substituting relation (16) in (11) one can obtain an 
algebraic equation for the scalar fluxes which reads 

K,e 

/ N— dUt      dT    i \ 
= -(l-C2e)uje^-uiu].—+(l-C2e)Gi 

(17) 

or 
  _„_ rfl 7           AT 

gcufi = -a« 9 —-L-UfU ■ —+aG,.e (18) 
dxj dxj 

with a = l-C2c and 

being a second-rank tensor function of strain rate, 
vorticity and Reynolds stresses,    r,, can be referred to 

as the anisotropic eddy-diffusivity coefficients. 
In formulating the anisotropic eddy-diffusivity 

coefficient   r\   explicitly in terms of  S{J,and   WtJ, 

decision has to be made here on what type of Reynolds- 
stress closures is to be implemented. In the SS- 
approach the Boussinesq model is opted for the 
Reynolds stresses [11]. Since the present modelling 
strategy is to follow the nonlinear EVM based on the 
explicit ASM, it is thus consistent to implement an 
explicit ASM for the Reynolds stresses here. In 
particular, the RQEVM a variant of the explicit ASM, 
is chosen for the present purpose. This model is 
quadratically nonlinear and represents the analytical 
solution of the ASM for two-dimensional flow [6]. It 
has been shown that this model is able to resolve, 
adequately, the turbulence anisotropy when applied 
even to three-dimensional flow [5]. Therefore, 
keeping the explicit AFM formulation in 2-D form is 
consistent with the Reynolds-stress model and may also 
be a good approximation for applications for 3-D scalar 
transport problems. 

In fact, the anisotropic EDM expressed in eq. (19) 
has a much simpler form in 2-D case. It can be proved 
that the two-dimensionality of the velocity and scalar 
fields leads the anisotropic eddy-diffusivity coefficient 
effectively to 
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r, = 
s*+AJLuBu. 

(23) 

Thus, the anisotropic EDM, given in eq.(19), in 2-D 
case can be written as 

with ^=±k + v,Sf, 

3^c 

fß3k    a ^ 
l3£         Sc) 

1- 
6 Jgc*_ 

3gc 

&W 
öjg,* 

*4=2v, 
£      Sc) 

_Cxe  , (A-g), frWj 
2* 202 

and G_,„ = -gjßö2 representing the buoyancy effect 

on the heat fluxes. 

4    RESULT AND DISCUSSION 

The anisotropic EDM proposed in relation (24) contains 
a free parameter a. While this parameter should take 
the value from the flux transport equation or be re- 
calibrated against experiments, application of this 
model to 3-D flows suggests that it may be determined 
from analysis.   It is observed in 2-D flows that 

^^A^+^A (25) 

provided yx + y2 = 1. In 3-D flows this relation does 
not hold indicating the term related to it in eq.(24) not 
unique. Hence, the 2-D model (24) applied to 3-D 
flows may give multiple solutions for the scalar fluxes 
depending on the choice of/, andy2 values. To avoid 
this nonuniqueness in relation (24) it is therefore 
appropriate to infer that Y4 = 0, i. e., the constraint on 
a is 

a/gc=2ß2k/s (26) 

The implication of this constraint means that the 
relation (24) contains only one parameter from the 
scalar-flux transport equations and it affects only the 
overall rate of scalar diffusion. 

With the assumption (26), the present anisotropic 
EDM has similar form to Sommer & So's model but 

with difference in the coefficient expressions Y,, Y2 

and ¥3. The present approach still retains the non- 
linearity in Reynolds stress-strain relation. Also, it 
can be shown that the ratio of the streamwise to the 
cross-stream component of the scalar fluxes, in the 
simple shear flow with dT/cfy being the dominant 
scalar gradient, is determined sorely by the dynamic 
field properties. This is also a consequence of 
assumption (26). This model behaviour may not be 
desirable and should be reckoned to be a penalty caused 
by the 2-D assumption in the derivation of the explicit 
AFM, eq.(24). 

Concerning the computational results Figure 1-3 
show the comparisons between the present computation 
and experimental and DNS data. In these figures 
RSM indicates the basic differential Reynolds-stress 
model being applied for the Reynolds stresses; RQEVM 
refers to the nonlinear EVM of Fu et al [4]; EDM the 
basic eddy-diffusivity model employed for the heat 
fluxes; SS, FW and TFM denote to the heat-flux models 
being Sommer & So, the present and the basic transport 
types, respectively. It can be seen that RSM+EDM 
approach consistently over predicts the mean-flow 
velocity while the present approach provides somewhat 
under predicted values for all Rayleigh numbers. The 
reason for this under prediction may be attributed to the 
omission of the buoyancy effect in the Reynolds-stress 
closures, RQEVM, as can be seen from eq.(6). 
However, the present approach provides, generally 
speaking, similar results compared with the transport 
closures. In fact, none of the model packages can be 
said to have provided satisfactory results. But the 
present model package offers much more mathematical 
and computational simplicity. 

5    CONCLUSION 

This work presents a anisotropic EDM based on 
the explicit AFM. In the derivation procedure the flow 
is assumed to be two-dimensional which leads to a 
much simplified model expression while retaining the 
anisotropy property in the scalar fluxes. Numerical 
computation of the present model proposal indicates 
that its predictive quality is similar to those obtained 
with the transport closures as compared with the DNS 
and experimental results. 
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Nomenclature 

D width between the wall slot 

G generation of k due to buoyancy 
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GiJ 

g 

Si 

k 
Pr 

Pa 

generation of M,W; due to buoyancy 

acceleration due to gravity 

i th component of gravity vector 

turbulent kinetic energy 
Prandtl number = V/K 

production of Reynolds stresses due to mean 

shear 

pk production of k due to mean shear 

p* production of temperature variance 

Ra Rayleigh number = gßA7D3 /VK 

Sij mean strain rate tensor 

T mean temperature 
T mean temperature at the center line 

Tw mean temperature at the wall 

T" friction temperature 

Ut ith component of the Reynolds averaged 

velocity 
U Reynolds averaged velocities along x- 

directions 
u* friction velocity 
uiUj Reynolds stress 

u~ß heat fluxes 
W- mean vorticity tensor 

x,y,z coordinates in streamwise, wall normal and 

transverse directions 
<Jfß6fC 

a, thermal eddv diffusivitv 

K 

V 

V, 

dissipation rate of turbulent energy 
dissipation rate of temperature variance 

coefficient of thermal expansion 

thermal diffusivity 
fluid kinematic viscosity 
eddy viscosity 

temperature variance 
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Figure 1 Comparisons of cross- 

sectional profiles for the natural 

convection between two parallel walls 

with different temperatures, 

Ra=100000 [2] 

Figure 2 Comparisons of cross- 

sectional profiles for the natural 

convection between two parallel walls 

with different temperatures, 

Ra=540000 [2] 
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Figure 3 Comparisons of cross-sectional profiles for the natural convection between two parallel 

walls with different Rayleigh numbers.   The DNS data are from [9,12]. 
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